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Abstract: This paper presents programming performed in a cluster of two Linux servers to ensure the high 
availability of an Oracle instance.  The problem of database downtime is proposed to be solved when a component 
of a server or the entire server fails and there is no service to the database users. The objective was to develop 
programming to start, stop, and monitor the status of an Oracle instance on one of the two Linux servers in a cluster 
in case of contingency or maintenance of the other server. The methodology followed divided the programming 
into five modules: cluster manager, package manager, monitoring module, Host Bus Adapter (HBA) port manager, 
and network port manager. High availability was achieved by creating a package that contained the Oracle 
instance and resources to start it on the cluster servers. The package is assigned an IP address to which users of 
the instance are connected. The contribution of this work is to provide a low-cost solution, compared to existing 
commercially similar systems, with a quick response and easy implementation that allows a company or institution 
to continue working after a hardware or software failure. The startup time of the Oracle instance package after 
contingency on a server was 20 s, which was the time when the cluster application was not available to the user. 
The results of the methodology were a cluster that eliminates the points of failure represented by LAN ports, HBAs, 
hard disk drives and an entire server on which a mission-critical application is running. Without the use of the 
cluster, the user must wait for the repair of the failed component(s) to restore the company's operation. The cost 
of the cluster is 10% of the cost of an equivalent commercially available solution. The application failover time is 
20 s, which is one-tenth of the time achieved in other solutions that use a proprietary operating system. 
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1. Introduction 
 
In recent years, the development of information and 
communication technologies has led to the growth of 
companies and institutions, allowing them to process 
information more efficiently and use increasingly 
sophisticated applications that require computing resources. 
This has created the need for proactive measures to protect 
critical information and applications, reduce and avoid losses 
owing to risks and contingencies in the operating 
environment, and ensure the provision of services to clients 
and users. These measures include Business Continuity Plans 
(BCP) and Disaster Recovery Plans (DRP) (Ferdousi et al., 2020; 
Mudassir et al., 2021; Wan & Zhu, 2020). Both aim to restore an 
organization's operations after contingency. The DRP is part of 
the BCP, and its mission is to restore the systems, services, and 
critical IT infrastructure that supports the business to 
minimize the effects of a disaster and to resume the operation 
of the company. The BCP is the methodology used by the 
organization when it cannot work normally after a disaster and 
recovers critical processes in the operation of the business. A 
BCP is a set of plans that includes Business Recovery Plans 
(BRP), Occupant Emergency Plans (OEP), Continuity of 
Operations Planning (COP), Incident Management Plan (IMP), 
and DRP. A BCP includes all operational processes in an 
organization (Aziz & Jambari, 2019; Tomás et al., 2020). 
Disasters are due to natural factors, such as hurricanes, 
tornadoes, earthquakes, and floods, as well as power failures, 
programming errors, hardware and software updates, 
hardware failures, and attacks, such as sabotage, theft of 
information, or damage to equipment (Tian et al., 2023). 

The DRP is a plan that indicates the strategy and actions to 
follow to reactivate the technological infrastructure and 
restore the critical services or applications of the organization 
after a contingency, without affecting the information to 
resume the operation as soon as possible through high 
availability and recovery schemes. When a disaster occurs and 
there is no DRP, the consequences and cost of recovery of the 
operation are much higher than those of the timely 
development of the DRP (Petrenko, 2021). 

The consequences of a disaster are costly, can damage the 
technological infrastructure, and even put the existence of the 
company at risk. According to data from the IDC consulting 
firm, organizations that cannot resume operations within ten 
days of a disaster will probably not survive (Schwartz & 
Goodwin, 2022; Smith, 2020). The characteristics of a DRP 
depend on the needs of each organization; therefore, it is 
important to meet two requirements to determine its 
efficiency. The first is the Recovery Time Objective (RTO) and 
the second is the Recovery Point Objective (RPO). RTO 
indicates the acceptable time to restore services after a  
 

disaster, and RPO specifies the data recovery point in time, 
that is, the acceptable amount of information loss (Faramondi 
et al., 2024). 

When a DRP is designed, it is important to carry it out under 
international norms and standards in companies that manage 
data centers and provide DRP and BCP services. Almost all 
standards, such as NIST SP 800-34 (NIST, 2024) and ISO/IEC 
24762 (Strawser, 2019), require, among other things, that the 
base component of a DRP be a computer cluster that allows 
business continuity after a contingency. 

A computer cluster is a set of at least two servers, called 
nodes, tightly coupled across a data network with sufficient 
hardware redundancy that collaborates to keep mission-
critical applications available to users. A cluster is part of a DRP 
and provides a high availability of mission-critical 
applications, reducing the impact of downtime owing to 
contingencies, disasters, unplanned events, and scheduled 
maintenance tasks without compromising information 
integrity and performance. Depending on the design and 
scope of the DRP, cluster nodes can be in the same datacenter, 
in different datacenters, in the cloud, or by using a hybrid 
schema (Liu et al., 2021). 

Each node has redundancy in disks, disk controller cards or 
Host us Adapters (HBA) and network ports, so that in the event 
of the failure of one of these components, its function is 
performed by the redundant component. If one of the nodes 
fails, the mission-critical application that runs on it starts at 
another node in the cluster. The programming that 
implements a cluster and controls the redundancy of 
components and its operation is divided into five modules: 
cluster manager, package manager, monitoring module, HBA 
port manager, and network port manager. 

The functions of the cluster manager are as follows: 1) start 
and stop the cluster and nodes; 2) register the operational 
status of its components; and 3) manage the heartbeat signal. 
The two operating schemes of a cluster are active/active and 
active/standby. First, one of the nodes runs mission-critical 
applications and the other is used as a backup when the first 
node fails. In the second scenario, the applications run on 
both nodes, allowing load balancing and more efficient use of 
the computing system. 

The package manager has the function of starting and 
stopping packages on the cluster nodes. A package groups a 
mission-critical application, the storage resources it must run, 
and a volatile or relocatable IP address. The package can start 
at any node in the cluster, thus making the application highly 
available. Application users connect to the relocatable IP 
address of a package. The package and application can be 
moved between nodes in the cluster, which is useful when a 
node fails or when it needs to be released for maintenance and 
to continue serving users. Typically, the application is a  
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productive database, and the package manager is responsible 
for starting, stopping, and verifying its operation through the 
monitoring module (Saxena et al., 2022). 

The network port manager is responsible for controlling the 
use of these ports and ensuring high availability of network 
access. This allows you to configure, as stated above, an 
active/active or active/standby design on the network ports. 
Similarly, the function of the HBA port manager is to provide 
high-availability access to application disks from the cluster 
nodes. 

The objective of this study is to program a two-node cluster 
and a package that incorporates an Oracle instance and a 
database. The cluster is composed of two Linux servers as 
shown in Figure 1. It can be used in small and medium-sized 
organizations that need to provide continuous services to 
clients and users.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Cluster with two Linux servers. 
 
The cluster incorporates a shared disk array between the 

nodes, and the redundancy of the HBA and network ports. The 
Oracle 21c instance and database were installed on the disk 
array, both of which constitute the mission-critical 
application. The Oracle database manager was used because 
it is the most used in organizations, and the Linux operating 
system because it is the most currently used in business 
servers owing to its robustness, low cost, and support from all 
server manufacturers, including some free distributions. The 
cluster servers are virtual machines. 

Currently, there are solutions and products on the market 
from different hardware and software providers used to 
configure and implement a cluster of computers with a Linux 
operating system. For example, the following solutions are 
available: high-availability add-on from Red Hat (Red Hat, 
2024), HPE Serviceguard for Linux (HPE, 2024), and Site 
Recovery Manager from VMware (VMWare, 2024), among  
 
 
 

others. The software and consulting services used to 
implement the cluster with these solutions have an excessive  
cost, which in some cases is higher than that of the operating 
system. Most vendors have a software tool or kit to integrate a 
specific application or database into a cluster and make it highly 
available. This tool incurs additional costs and increases the 
cost of the cluster implementation (Oracle, 2020). 

However, the work and research carried out in recent years 
with computer clusters has the objective of developing 
solutions for the management of graphics, creating CPU and 
GPU clusters, (Al Badawi et al., 2021; Qu et al., 2023; Mai et al., 
2022) and implementing hybrid supercomputers used in the 
field of big data to manage and analyze large amounts of data 
for scientific applications (Mahmud et al., 2023). Other 
developments have created techniques to improve the data 
access on the shared disk arrays of a cluster (Gu et al., 2024). 
Most recent studies that use a cluster do so using a vendor 
solution to have highly available applications, such as web 
servers, where pages are divided into subsets dispersed across 
the cluster nodes (Jiménez et al., 2021; Purohit et al., 2023), 
data mining (Zhang et al., 2022), machine learning (Kauffmann 
et al., 2024), Apache Hadoop Namenode Failover (Serek et al., 
2023), and databases aimed at information management in 
the cloud (Malhotra et al., 2023). 

The cost of commercially available equivalent solutions is 
10 times more than the one presented in this work. No work 
has been done on presented here aimed at small- and 
medium-sized organizations, whose contributions are as 
follows: maintaining the continuity of the services provided 
through the database, minimizing the risks derived from the 
failure of a server, guaranteeing access to database content, 
and providing a short recovery time. The programming 
performed in this study allows the mission-critical application, 
composed of a database, to be started on any of the cluster 
nodes, which is useful when it is necessary to release one of 
the nodes. This makes it possible to perform planned 
preventive or corrective hardware or software maintenance 
activities such as updating the operating system, installing 
patches, changing network ports, changing controller cards, 
firmware updates, or simply re-initializing the computer. The 
management of the cluster, nodes, and packages can easily be 
performed through the command line. 

Management of the cluster, nodes and packages can be 
easily done via the command line. The commands are short, 
and the syntax is simple, allowing you to perform operation 
and maintenance tasks on the hardware and software or 
react quickly to any failure of the cluster components. This 
also has the advantage of being able to use a text terminal 
without the need for a graphical one, which also reduces the 
cost of the solution. 
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2. Materials and methods 
 

The methodology used to develop the work consisted of 
dividing it into five modules: the cluster manager, package 
manager, monitoring module, HBA port manager, and 
network port manager. Figure 2 shows the architecture of the 
cluster, which is composed of two servers connected to a 
shared disk array where a mission-critical application is 
installed. This figure shows the main contribution of this work: 
eliminating, through redundancy in hardware components, 
single points of failure that can cause no access to the 
application: Oracle instance and database. 

 
Figure 2. Cluster components diagram. 

 
The program to implement the cluster is composed of a 

main program and the five modules indicated above. Each 
module is a child process that is created and invoked in the 
background of the main program, with the exception of the 
monitoring module. Programming was performed using shell 
scripts, and communication between the main program and 
modules was performed through sockets. 

The cluster nodes were HPE Proliant DL180 Gen 10 servers, 
on which a virtual machine was created using VMware vSphere 
8.0. VMware was used to install an ESXi hypervisor that hosted 
the virtual machine on each server. The SUSE Linux Enterprise 
Server 15 SP5 operating system was installed on the virtual 
machine. The virtual machines in the cluster were monitored 
and managed using the VMware vCenter Server. Virtual 
machines were used because they are a secure and efficient 
hybrid cloud platform that many small and medium-sized 
businesses currently have. Oracle 21c and the database were 
installed on an HPE D3610 12Gb SAS shared disk array. This 
device has 12 bays, of which four were used to install 6.4 TB 
Solid State drives configured in RAID 10, and has a usable disk 
capacity of 12.8 TB. The array has two controller cards or an 
HBA with two SAS-3 ports each and achieves a bandwidth of 
12Gb/s. The ports of one controller were connected to one of 
the cluster nodes, and the ports of the other to the second  
 

node to implement high availability in access to the shared 
disk array and start the cluster application on any of the nodes. 
The nodes have a two-port 12Gb/s SAS PCI 3.0 HBA controller 
to connect to the SAS-3 controller of the disk array. The 
connection between the nodes and the array is made using 
the Serial Attached SCSI (SAS) communication standard, the 
successor to the parallel Small Computer System Interface 
(SCSI) standard. SAS uses SCSI commands to transfer 
information to serial devices. 

The cluster is connected to the network of end users or 
clients of the application and to the private heartbeat Local 
Area Network (LAN). The servers have two network cards with 
two ports of 1 GbE each. Each card is connected to one of the 
data networks of the cluster. Through the heartbeat signal, the 
nodes periodically exchange information regarding their 
functional status. Therefore, this signal is critical for the 
operation of the cluster. To avoid delays in this signal, a private 
LAN was used for the heartbeat communication. 

 

2.1. Cluster manager 
A cluster administrator must create two configuration files. 
The first is the cluster configuration file, which sets the 
following parameters: the cluster name, node name, and 
heartbeat signal timer value. The second is the package 
configuration file, in which the following parameters are 
established: name, primary node, alternate node, path of the 
package's start and stop scripts, IP address, and the 
application processes to be monitored. The states of the 
cluster, nodes, and packages are stored in a cluster-status 
database. The status of each of these elements can be 
“running” or “halted’. 

The program allows the cluster administrator user to 
execute one of the following commands in the node console: 
cluster start/stop, cluster status, node start/stop name, or 
package start/stop. Both commands invoke execution of the 
main program. This creates four child processes that 
implement the five modules of the cluster, except for the 
monitoring module, which is created when the package 
begins, as explained later. 

The cluster start/stop command is used to start or stop the 
cluster. If the argument start, the main program creates and 
starts the child process of the cluster manager, which is 
responsible for the communication between the nodes 
through the heartbeat signal, startup of the nodes, and startup 
of the package in the primary cluster node. 

To manage the heartbeat signal, the cluster manager 
process creates and starts a similar process on the other node 
such that both communicate periodically through a private 
network. The first process requests the second to join the 
cluster and waits for the response to be no longer than the 
timer value indicated in the cluster configuration file. If the 
other node accepts the request, the cluster manager requests 
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the package manager to start the latter at the primary node and 
the cluster is formed. Next, the manager assigns the cluster, 
nodes, and package the “running” state, updates the cluster 
status database, stored on each node, and displays its contents 
in the console of the node where the command was executed. 
Finally, both processes enter a continuous loop where they 
communicate periodically via the heartbeat signal and wait for 
a command to be sent by the main program. Once the cluster 
and package have been started, the main program returns the 
prompt to the cluster administrator user on the command line 
and continues running in the background waiting for another 
command. The flowchart in Figure 3 shows the actions 
performed by the cluster manager at cluster startup. 

 
Figure 3. Cluster manager flowchart, cluster start. 

 
If the cluster manager cannot start the process at the 

second node, the cluster will not be automatically formed. 
This may be because there is no communication through the 
heartbeat network, the other node is turned off, or it is not 
responding owing to some abnormal circumstances. In this 
scenario, the cluster manager process requests that the 
package manager start the package on the functional node 
and the cluster is formed with only one of the nodes. Next, the 
cluster manager assigns the cluster, node, and package the 
“running” state, assigns the unresponsive node the “halted” 

state, updates the cluster status database, and displays its 
contents in the console of the node where the program is 
executed. Finally, the process enters a continuous loop where 
it waits for a command from the main program. Subsequently, 
the main program returns the prompt to the user on the 
command line and continues to run in the background, 
waiting for another command from the administrator. This 
requires the cluster user administrator to review the 
unresponsive nodes and determine the problem. 

When the cluster is formed with two nodes, and if at any time 
the heartbeat signal timer expires in one of the nodes, the 
cluster manager process does not receive a response, the latter 
assumes that the other node is not functional and has failed. 
This causes the cluster manager to check if the unresponsive 
node is running the package. If so, the cluster manager asks the 
package manager to start it on the functional node, which is 
known as failover, and provides high availability in the 
application, moving the package from one node to the other. 
The failed node is assigned the “halted” state, the package is 
assigned the “running” state, the cluster status database is 
updated, the sending of the heartbeat signal is stopped, and the 
cluster manager process enters a cycle in which it waits for a 
command sent by the main program. 

However, if the requested command is cluster stop, the 
main program requests that the cluster manager process stop 
the package. To accomplish this, the manager determines the 
node where the package is running and requests that the 
package manager stop it. Next, it stops sending the heartbeat 
signal between the cluster nodes, assigns the “halted” state to 
the cluster, nodes, and package, terminates the process, and 
returns the control to the main program. The flowchart in 
Figure 4 shows the actions taken by the cluster manager to 
stop a cluster.  

 
Figure 4. Cluster manager flowchart, cluster stop. 
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If the command executed by the user is cluster status, the 
main program requests the cluster manager process to display 
the status of the cluster, nodes, and packages in the node 
console. The process displays the content of the cluster status 
database in the node console and returns to wait for a 
command to be sent by the main program. 

If the requested command is node start name, where the 
third argument is the name of the node, the main program 
requests that the cluster manager integrate the node into a 
cluster. The tasks performed by this manager create a similar 
process in the node to be integrated for the communication of 
the heartbeat signal, request that the created process join the 
cluster, and wait for the response to this process. 

If the node to be integrated accepts the request, the cluster 
is created, the manager assigns the integrated node the 
“running” state, updates the cluster status database on each 
node, and displays its contents in the console of the node 
where the command is executed. The two processes then 
enter a loop in which they periodically communicate their 
functional status via the heartbeat signal and wait for a 
command sent by the main program. After integrating the 
node into the cluster, the main program returns the prompt to 
the user on the command line and continues to run in the 
background while waiting for another command. 

If the requested command is a node stop name, the main 
program requests the cluster manager to stop or remove the 
node from the cluster. This action is useful when it is necessary 
to perform maintenance tasks on the node, which causes the 
cluster manager to verify whether the node to be stopped is 
running the package. If so, the manager asks the package 
manager to stop doing so. Set the stopped node and the 
package “halted” state, update the cluster status database, 
display its contents in the console of the node where the 
command is executed, terminate the cluster manager process 
that runs on the stopped node, and send the heartbeat signal. 
The cluster manager process of the node that remains in the 
cluster enters a loop in which it waits for a command to be sent 
by the main program. 

 
2.2. Package manager 
The high availability of the mission-critical application was 
implemented by creating a package that grouped the 
resources required by the application. These consist of 
storage drives where the Oracle instance software and 
database are installed and the IP address is assigned to the 
package. To allow the application to run on any of the nodes 
in the cluster, it must not refer to the host names of the nodes 
or their IP addresses. You must use the host name and IP 
address assigned to the package in the operating system 
/etc/hosts file. In addition, the IP address of the package was 
replaced by the listener.ora and tnsnames.ora files of the 
Oracle instance. 

To manage the package, the cluster administrator user can 
use package start/stop commands in the console. When this 
command is executed, the main program, which runs in the 
background on the cluster nodes, invokes the package 
manager process, passing the action indicated in the 
command as a parameter: start or stop. 

When the cluster administrator user executes the package 
start command, the main program invokes the package 
manager process, and the latter performs the following tasks: 
1) activate the volume groups and mount the file systems used 
by the instance and the database; 2) set the IP address of the 
package to the network port of the node where the package is 
starting; 3) initialize the Oracle instance environment variables 
set in the oracle.conf file, and 4) check that it is running the 
LISTENER process. If so, it stops and then starts because it may 
be in an inconsistent state and unable to receive database 
access requests. If not, just start it. 5) start the Oracle instance 
by executing the sqlplus startup open command, 6) start the 
monitoring module, and 7) terminate the process and return 
control to the main program. 

The Oracle instance environment variables indicate the 
following information: instance name, HOME directory, kernel 
parameter file, and Oracle processes to monitor. The Linux 
and Oracle actions and commands executed at the startup 
and shutdown of the package are recorded in a cluster log file 
called cluster.log. Figure 5 shows the flowchart used to 
perform the package manager tasks. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Package manager flowchart. 
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The IP address assigned to the package is called volatile, 
virtual, or relocatable because it moves with the package 
between the cluster nodes. This is so that the Oracle instance 
does not depend on the physical IP address of the cluster 
nodes, but on the IP of the package. 

When the package stop command is executed, the main 
program invokes the package manager process at the node 
where the package is executed. This manager performs the 
tasks executed at startup in reverse order: 1) finds and stops 
the process associated with the monitoring module, 2) stops 
the Oracle instance by executing the sqlplus shutdown 
immediate command, 3) stops the LISTENER process, 4) 
removes the package’s IP address of the node's network port, 
5) unmounts file systems and disabled volume groups from 
the package, and 6) terminates the process and returns 
control to the main program. 

 
2.3. Monitoring module 
The function of this module is to periodically monitor the Oracle 
instance and the status of the associated processes. The 
monitoring time was configurable and set to 60 s by default. The 
default monitored processes are as follows: xe_pmon_SID, 
xe_smon_SID, xe_dbw0_SID, xe_ckpt_SID, xe_lgwr_SID, and 
xe_reco_SID, where SID is the ID of the Oracle instance. Users 
can modify the times and names of the monitored processes in 
the oracle.conf package configuration file. 

This module is invoked by the package manager process 
during the startup of the latter. The monitoring module verifies 
the existence of a file called DEBUG. The presence of this file 
suspends monitoring of the Oracle instance and processes 
and can be created by the user to indicate that the Oracle 
instance is under maintenance. When performing 
maintenance tasks, the Oracle instance can be stopped and 
started by the user, and therefore, should not be monitored so 
that the package is not stopped, and the resources of the 
Oracle instance are available in the user's tasks. Upon the 
completion of instance maintenance, the user must remove 
the DEBUG file. If this file exists, the monitoring module does 
not perform any action and remains in a cycle, thereby 
verifying the existence of the file. 

If a DEBUG file does not exist, the monitoring module enters 
a cycle in which it reviews the status of the instance and its 
processes. To perform the first task, the sqlplus command is 
executed: select status from v\\\$instance. If the result of this 
command is an error message containing string ORA-, the 
module assumes that the instance is not running correctly, 
records the error message in the cluster log file, requests the 
package manager to stop it, starts it on the other node, 
finishes the monitoring process, and returns control to the 
main program. The package terminates because the Oracle 
instance does not work correctly and access to the database 
cannot be guaranteed. It starts on the other node to continue 

providing services to database clients and has a high 
availability of mission-critical applications. 

If the Oracle instance works correctly, the monitoring 
module periodically accesses the process dispatcher of the 
operating system to determine the status of the processes of 
the instance. If any of these processes are not running or fail, 
the process in this module performs the same tasks that it 
executes when the instance is not running correctly, as 
indicated in the previous paragraph. This allows the user to 
provide a high availability of the Oracle instance while 
reviewing and resolving the issue at the node where the 
instance or instance processes fail. Figure 6 shows the 
flowchart used in programming to perform the tasks of the 
monitoring module. 

 
Figure 6. Monitoring module flowchart. 

 
The Oracle software and database were installed on four 

disks of the cluster's shared array configured in RAID 10 to 
protect the information physically- 

 
2.4. HBA port manager 
The two ports of the HBA controller on the nodes were 
configured to operate in round-robin mode and balance access 
to the disk array. When one port fails, data access is performed 
through another port and by backing each other. The process 
that implements the HBA port management module is invoked 
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at the cluster startup and is in a continuous cycle of monitoring 
the status of each port every second through the execution of 
the multipath command. When a port fails, the process displays 
an error message on the console of the node where the port 
fails. When both ports fail, it shows the error message in the 
node console. If the package is running on that node, it requests 
the package manager to stop it and start it on another node, fail 
over, because the node where the ports fail will not be able to 
access the application. When recovering one or both HBA ports 
after a failure, the process displays a message on the node 
console indicating the previous event. The HBA port manager 
process is terminated by the cluster manager when a node or 
cluster stops. 
 
2.5. LAN port manager 
Each cluster node has two network cards with two 1 GbE ports. 
The four ports are connected to different LAN switches, and the 
switches are connected to each other through another port. Four 
switches were used: two for connection to the data network of the 
clients and end users of the application, and two to form the 
private network of the heartbeat signal. Thus, there is high 
availability of network ports and switches. The two network ports 
of each node (eth0 and eth1) connected to the clients' network 
were configured to form a group or bond in round-robin mode 
(bond0); when the two ports were working, they balanced 
network access on each server, and when one failed, access to the 
network was carried out by the one who continued to work, 
supporting each other. Figure 7 shows the 
/etc/network/interfaces/bond0 file, used for the configuration of 
the bond0 group, which includes the network ports eth0 and eth1. 

 
 
 
 
 
 
 
 
 
 

 
Figure 7. bond0 configuration file. 

 
This bond0 is assigned to the IP address of the server and 

that of the package when the latter runs on the server. The two 
network ports used for the connection to the private network 
were configured similarly to the previous ports to form a 
second group. The process that implements this module is in 
a cycle that monitors the status of the network groups and 
ports every second through the execution of the if link show  
 
 

command. When a network port fails, the process displays an 
error message on the console of the node where the port fails. 
When both ports fail, it displays the error message in the console 
of the node. If the package is running on that node, it requests 
the package manager to stop it and start it on another node, fail 
over, because users will not be able to access the application on 
the node where the ports fail. When a network port or group of 
ports recovers after a failure, the process displays a message in 
the node console indicating the previous event. The network 
port manager process is terminated by the cluster manager 
when a node or cluster stops. 

 

3. Results and discussion 
 

Before starting the cluster tests, a database with a table was 
created, using the script indicated in Figure 8. Both the Oracle 
software and the database are contained in a 100 GB file 
system, which is shown in the output of the Linux df command 
in Figure 9. 

 
 
 
 
 
 
 
 

 

Figure 8. Script used to create the table in the test database. 
 

 
Figure 9. File system created for Oracle package database 

 and table. 
 
Four sets of tests were performed. The first group aimed to 

determine the package movement time from one node to 
another in a controlled environment. Each tests consisted of 
stopping the package on one node and starting it on the other 
without any open Oracle user sessions or database transactions. 
During testing, the package was stopped and started correctly 
within 20 s. Subsequently, the same test was performed several 
times, adding a 100 GB file system to the package in each test until 
20 file systems were reached. As expected, in each test, the 
package startup time increased because before mounting each 
file system, the mount command checks the consistency of the 
file system. Figure 10 shows the oracle.conf package 
configuration file used in these tests. 
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Figure 10. Oracle configuration file. 
 
To start the package, the package start command was 

executed, which invokes the script shown in Figure 11 to start 
the Oracle instance.  

 
 
 
 
 
 
 
 

Figure 11. Oracle start script. 
 
To stop the package, the package stop command was 

executed, which invokes the script shown in Figure 12 to stop 
the Oracle instance. 

 
 
 
 
 
 
 
 
 

Figure 12. Oracle stop script. 
 
After starting the package, the Linux df command was 

executed to verify that the file system has been mounted by 
the package, as shown in Figure 9. Additionally, the Oracle 
instance was accessed to connect to the database and check 
the status (OPEN) of the instance, as shown by the script used 
and the Oracle output in Figure 13. 

 
 
 

 
 
 
 
 
 
 
 
 

Figure 13. Oracle instance check script. 
 
To complete the test, the database was accessed to insert 

a record into the table created to verify the Oracle functionality 
using the script shown in Figure 14. 

 
 
 
 
 
 
 
 
 

Figure 14. Script to insert a record into the database. 
 
The results of these tests are indicated in the graph in Figure 

15, which shows that the package startup time increased 
proportionally in each test. As you can see, as the file system 
mounted by the package grows, the package startup time 
increases slightly. 

 
Figure 15. Package startup time. 

 
The second group of tests aimed to determine the time 

consumed by the startup of the package after the node where 
it was running suffered contingencies. To perform these tests, 
20 Oracle user sessions were initially opened, where the 
INSERT, DELETE, UPDATE, and COMMIT SQL statements were 
executed to insert, remove, and update the database records. 
While users were performing the above actions, power was  
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disconnected from the node where the package was running, 
and it automatically started or moved to another node, which 
is known as failover. The startup time of the package with only 
a 100 GB file system was 27 s, which is longer than the time of 
the first test of the previous group. Before opening the 
database, the Oracle manager had to complete transactions 
that were pending or rollback at the node where the 
contingency occurred. Subsequently, the test was repeated 
with 30, 40, and 50 sessions of users who accessed the 
database, and it was observed that the package startup time 
increased proportionally. To complete this group of tests, the 
node was connected to electrical power, and once it started, 
the node was integrated using the node start command. The 
package was then stopped and started on the recovered node 
to verify proper access to the database and perform a process 
known as failback. 

The package shutdown was 10 s, which is less than the 
startup time, since during the shutdown the system checks the 
consistency of the file systems. The cluster shutdown was also 
tested in this part, which took 15 s. 

The purpose of the third group of tests is to verify the 
operation of the HBA port manager. To perform these tests, a 
program was created to execute a cycle in which a database 
table was read and written. Subsequently, one of the ports was 
disconnected from the node's HBA port controller, and it was 
verified that access to the table was not interrupted. 
Subsequently, both ports were disconnected from the 
controller and it was confirmed that the package was 
automatically moved to another node. Next, the ports were 
connected and verified from the node's operating system, 
they were recovered, and the package did not return to the 
node where the ports were disconnected. Previous tests have 
been performed on two nodes of cluster. 

The purpose of the last group of tests was to check the 
operation of the LAN port manager. To perform these tests, the 
program from the previous group of tests was executed, and 
one of the switches of both the end-user LAN and the 
heartbeat LAN was turned off. It was verified that access to the 
table was not interrupted.  

This test simulated the failure of the LAN port eth0, however, 
users continued to access the Oracle instance through the 
bond0 group, which only has the eth1 port active (up), as 
shown in the cat /proc/net/bonding/bond0 command output 
in Figure 16. 

Subsequently, the two switches are connected, and it is 
verified that the failed ports are recovered from the operating 
system of the node. The last two sets of tests demonstrated 
the functionality of redundancy in the HBA controller ports 
and network ports. 

Other cluster architectures have only two LAN ports on the 
nodes and two switches. These are simpler and less expensive 
than the cluster in this work, since one of the ports is 

connected to a LAN switch and the second to the other switch. 
There is redundancy in the LAN ports. They use only one LAN 
to transmit both the cluster Heartbeat signal and the user 
data. However, there is a risk when there is a high load on the 
user data that causes delay or loss of the Heartbeat signal and 
therefore the packet moves from one node to the other or the 
cluster goes down due to the loss of the heartbeat signal. 
Considering the above, this work improves the existing 
clusters by incorporating two LAN segments, one to transmit 
the user data and the second to transmit the Heartbeat signal. 
With this scheme there is redundancy in ports and LAN 
segments and higher performance in the user data segment. 
In this respect, the cost of the cluster is not significantly higher 
than existing ones, since the cost of the additional LAN ports 
and switches is not significant compared to that of the nodes 
and the disk array. Additionally, the cost of the LAN 
architecture proposed in this work is lower compared to the 
losses that a company may have when it does not have access 
to its applications because the cluster is down. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 16. Status of bond0 group after eth0 LAN port failure. 
 

4. Conclusions  
 

In this study, a highly available application was obtained by 
implementing a computer cluster composed of two virtual 
machines with a Linux operating system. The application, 
which is composed of an Oracle database, can be run on any 
of the cluster nodes to provide service to users when any of the 
nodes are undergoing maintenance or have a failure. The 
cluster is not a fault-tolerant or non-stop system because, if a 
contingency occurs on the node where the application is 
executed, it can be started on the other node, which takes 20 
s, a time in which the end users do not have access to it. The 
advantage of a highly available application is that it runs on a 



 
 

 

J. I. Vega-Luna et al. / Journal of Applied Research and Technology 108-119 

 

Vol. 23, No. 2, April 2025    118 
 

cluster of computers, whose cost is much lower than that of 
nonstop systems or solutions. 
     The programming performed in this work allows small- and 
medium-sized business users to have Linux servers with 
sufficient redundancy, at least in network ports and disk 
controller cards, and to have high availability of an Oracle 
database, ease of use, and implementation without making 
high investments. Cluster administration was performed using 
a command line. 
     The contributions of the presented cluster are the following: 
1- it is a high availability solution whose implementation and 
maintenance cost is much lower than non-stop solutions and 
lower than commercially available cluster architectures, 2- in 
case of failure of a network port, an HBA, hard disk drives  or 
one of the servers, companies can continue normal operation, 
3- when it is necessary to perform some preventive or 
corrective maintenance activity on a server, the application 
that was running on it can be moved to the other node and 
continue offering the service to users, 4- each node of the 
cluster was implemented in a virtual machine of a physical 
server, which allows creating other virtual machines on the 
server to install other operating systems and applications, 5- 
the operation scheme is active-active, which allows the nodes 
to back each other up and in normal operation balance the 
load by integrating other packages and applications, most 
commercial solutions use an active-standby scheme, and 6- a 
low-cost license of the Linux operating system was used, the 
most common platform today for mid-level and enterprise 
applications, which contributes to reducing the cost of the 
cluster and facilitating upgrades and maintenance, since there 
are a variety of hardware and software tools and applications 
for this operating platform. Other solutions use a proprietary 
operating system. The cost of the cluster is one-tenth that of 
an equivalent commercially existing one. The most significant 
contribution is that the user can compare the cost of the 
cluster against the costs and losses that must be incurred in 
the event of a failure of the server where their mission-critical 
application is running. 
     Future work will involve two tasks. The first is to integrate a 
Graphical User Interface (GUI) with the cluster manager. This is 
to be able to view the status of the nodes, applications, 
network ports, and HBA ports, and react in a timely manner to 
the failure of these components. The second action is that the 
package manager can start, stop, and monitor more than one 
application, which will bring the benefit that both cluster 
nodes can run applications simultaneously and have an 
active-active scheme on the nodes. Finally, the programming 
performed in this study has the advantage that the cluster 
nodes are virtual machines, which allows other virtual 
machines with different operating systems and applications to 
be installed on each physical server, maximizing the use of 
physical infrastructure and investment. 
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