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Abstract: The nonlinear relationship between the antenna characteristics and their electromagnetic 
responses makes the design and optimization process difficult. In the face of these difficulties, antenna 
engineers use several techniques, including machine learning, because they have great capabilities 
that make them a very useful tool that can help researchers in this field. In this study, four machine 
Learning methods, artificial neural network (ANN), random forest, decision tree, and support vector 
regression (SVR), were used to predict the dimensions of a rectangular patch antenna by utilizing a 
dataset comprising 3111 simulated samples collected using high-frequency structure simulator 
(HFSS). The results showed that the random forest with 100 estimators exhibited outstanding 
performance in terms of prediction accuracy, with a mean square error (MSE) of 0.52. 
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1. Introduction 
 
An antenna, which is an electrical system that radiates and 
receives electromagnetic energy, is a pivotal element in modern 
wireless communications. There are several types of antennas, 
such as horn antennas, dipole antennas, slot antennas, and 
patch antennas (Balanis, 2016; Kaur et al., 2021). 

Since its discovery in 1953 by Deschamps (1953), patch 
antennas have been widely used due to their many 
advantages such as small size, lightweight, low cost, and ease 
of manufacturing (Dai et al., 2021). This type of antenna 
supports dual-polarization, and it is easy to mount on a rigid 
surface. All these features have made it common and widely 
used in many applications such as IoT (Elijah & Mokayef, 2020), 
military systems (Koçer & Aydemir, 2020), medical systems 
(Zaki et al., 2022), Radar systems (Palanivel Rajan & Vivek, 
2019) and communication systems (Rana & Smieee, 2022). 

Recently, with the development of wireless communication 
systems, the demand for antennas with higher specifications 
and capabilities has increased, which has motivated 
researchers and antenna designers to exploit the available 
technologies, tools, and resources that may help improve the 
efficiency and capabilities of antennas more accurately. 

The non-linear relationship between various variables and 
dimensions of the antenna on the one hand, and between the 
electromagnetic results obtained by the several simulation 
software on the other hand (Chen et al., 2022), makes the 
design and optimization process difficult. In response to these 
challenges, antenna designers used several optimization 
techniques, including genetic algorithm (Boudjerda et al., 
2022), particle swarm optimization (Girija et al., 2020), 
machine learning (Erricolo et al., 2019), and more. Specifically, 
Machine Learning (ML) has a great impact on this field.  

The use of various machine learning algorithms and 
models to derive a relationship that can link the geometric 
dimensions of the antenna with its electromagnetic responses 
gave significant results, which made it a very powerful and 
useful tool in this field to deal with the non-linear relationship 
between the different variables in such problems, and this is 
done by extracting Non-linear characteristics from datasets 
that contain a large number of samples, which leads a 
prediction of new inputs from aspects of probabilities, which 
reduces considerable time and effort for designers compared 
to conventional methods. Figure 1 shows the traditional 
approach to antenna parameter optimizations.  

Machine learning is a crucial branch of artificial intelligence 
that aims to develop models and systems that infer and learn 
from data, enabling them to perform tasks and make 
decisions on their own without explicit programming. It  
 
 
 

depends on analyzing patterns and taking advantage of them 
to achieve continuous improvement in performance, unlike 
traditional programming (Ghosh et al., 2023). 

Figure 2 summarizes the differences between a traditional 
software system and one based on machine learning. In 
machine learning (Figure 2-b), we provide the system with 
input data and corresponding output data (results), and the 
system generates a model (program) capable of transforming 
input into output. In contrast, in traditional software systems 
(Figure 2-a), we manually identify patterns in the data and then 
write code (program) to process the data and produce the 
desired outcome (results). 

 

 
 

Figure 1. The traditional approach to antenna parameter 
optimizations. 

 

 
 
Figure 2. Difference between machine learning and conventional 

programming (Management Association, 2022). 
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Since the 1990s, a continuous development, the 
application of machine learning in the field of antennas has 
shown promising results, which brought it got the attention of 
many researchers (Choudhury et al., 2015). 

Several machine learning algorithms have been applied by 
engineers in the field of antennas, in this work four algorithms 
have been used, which are artificial neural networks (Patil et 
al., 2023), support vector regression (Dai et al., 2022), random 
forest, and decision tree (Pavithran et al., 2021), concerning 
the results among all these algorithms, random forest showed 
an outstanding performance. 

In this research work, we propose a novel approach of 
predicting patch antenna dimensions using several machine 
learning models such as ANN, SVR, random forest and 
decision tree using a dataset of 3111 simulated samples 
gathered through HFSS Simulation software. 

This paper is organized as follows: the second section talks 
about the configuration of the antenna and the construction 
of the dataset, while in the third section, the machine learning 
algorithms were defined and implemented, in the fourth part, 
the evaluation criteria were discussed. In the fifth section, the 
performance of the models was tested and evaluated through 
the obtained results. Lastly, the conclusions were 
summarized. 

 
2. Antenna structure and dataset  

 
So far, and unlike some other fields, there is no unified dataset 
available for microstrip antennas that is considered a 
reference for researchers (El Misilmani et al., 2020). Because of 
this reason, everyone resorts to building a dataset from their 
own experience. 

In this research, a rectangular patch antenna was designed 
using HFSS simulation software v 15.0, which is a powerful tool 
commonly employed in the field of electromagnetic analysis 
and antenna design. HFSS, which stands for High-Frequency 
Structure Simulator, enables engineers and researchers to 
simulate and analyze electromagnetic behavior accurately, it 
is an essential tool for predicting how antennas will behave in 
real-world conditions. To use HFSS, a Windows operating 
system with at least 16 GB of RAM, a multi-core processor, a 
compatible graphics card, and sufficient disk space for 
installation and data storage is required (Ansys HFSS, 2024). 
To obtain a dataset to be used in building machine learning 
models, the antenna illustrated in Figure 3 was created. The 
antenna was designed using an FR-4 substrate which was 
chosen for its widespread use and reliability in PCB 
manufacturing, with dimensions of 60 mm × 60 mm × 1.6 mm. 
The substrate thickness is 1.6 mm, the dielectric constant is 
𝜀𝜀𝑟𝑟 = 4.4, and the loss tangent is tan 𝛿𝛿 = 0.02. The initials 
dimensions of the antenna can be obtained as follows: 

 

2.1. Width of the patch 
 

Wp = c
2∗Fr

��ϵr
2
�    (1) 

 
Where: 
𝑐𝑐: The speed of light, 
𝐹𝐹𝐹𝐹: The resonant frequency, 
∈𝑟𝑟 : The dielectric constant. 
 

2.2. Length of the patch 
 

Leff =  c
2∗Fr∗�∈eff

    (2) 

 
The effective dielectric constant ∈_eff is given by 
 

∈𝑒𝑒𝑒𝑒𝑒𝑒= � 𝜖𝜖𝑟𝑟+1
2
�+ �𝜖𝜖𝑟𝑟−1

2
����1 + �12ℎ

𝑊𝑊𝑊𝑊
���  (3) 

Where h is substrate height and wp is the patch width. 
 

2.3. Dimensions of the ground plane 
 

Wg= Wp+6h
     (4) 

 
 

Lg=Lp+6h     (5) 

 
The proposed antenna structure is depicted in Figure 3. 
 

 
 

Figure 3. The proposed antena. 
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Figures 4 to 7 illustrate various performance metrics of the 
proposed microstrip patch antenna obtained using HFSS software. 

 
2.4. Return loss 

 

 
 

Figure 4. Return loss. 
 

 
 

Figure 5. VSWR. 
 
Return loss parameter of an antenna is a measure of its 

ability to transmit and receive signals efficiently which can be 
obtained by Equations (6) and (7) (Balanis, 2016). Figure 4 
displays Simulated return loss Vs. frequency plot of proposed 
antenna obtained by HFSS. We could observe that the 
designed antenna is providing -24.88 dB return loss value at 
frequency of 2.46 GHz. This significant return loss at the 
specified frequency indicates excellent impedance matching 
and efficient radiation, making the antenna highly suitable for 
applications operating at this frequency. 

 
𝛤𝛤 = 𝑧𝑧𝐿𝐿−𝑧𝑧0

𝑧𝑧𝐿𝐿+𝑧𝑧0
     (6) 

 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = −20 log10|𝛤𝛤|   (7) 

Where:  
𝛤𝛤: the reflection coefficient. 
 

2.5. Voltage standing wave ratio 
The standing wave ratio (VSWR) is a crucial parameter that is 
inherently linked to the operating frequency and the return loss 
(Equation 8). It quantifies the efficiency of power transfer from the 
transmission line to the antenna. A lower VSWR value, closer to 1, 
signifies better impedance matching and minimal signal 
reflections (Balanis, 2016). In the provided VSWR plot (Figure 5), 
we observe that the VSWR values are consistently between 1 and 
2 across the entire frequency range of our proposed antenna. This 
indicates a good impedance match between the antenna and the 
transmission line, ensuring efficient power transfer with minimal 
reflections. The VSWR value reaches its minimum at 
approximately 1.1208 at the frequency of 2.467 GHz, indicating 
the best match at this frequency. 

 
VSWR =  1+|𝛤𝛤|

1−|𝛤𝛤|
    (8) 

 
Where:  
𝛤𝛤: Return loss value. 

 

 Table 1 provides a comparison between Voltage Standing 
Wave Ratio (VSWR) and Return Loss (in dB) 

 
Table 1. Comparison between VSWR and return loss. 

 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

2.6. Gain 
Figure 6 presents the three-dimensional radiation pattern of 
the antenna, illustrating its gain across different directions in 
space. The gain, which measures the ability of the antenna to 
direct radiated power in a specific direction compared to an 
isotropic radiator, is depicted on a scale where the antenna 
attains a maximum value of 2.59 dBi. This value indicates that 
the antenna has a directional preference, focusing more 
energy on certain directions, which is crucial for applications 
requiring targeted communication. The three-dimensional 
plot provides a comprehensive view of how the antenna 
performs in all spatial directions, allowing for a better 
understanding of its overall efficiency and directivity. 

 
 

 

VSWR Return Loss (dB) Description 
~1.1:1 ~24.88 dB Excellent matching, very minimal 

reflection. 
~1.2:1 ~20 dB Very good matching, small 

reflection. 
~1.5:1 ~15 dB Good matching, noticeable 

reflection. 
~2.0:1 ~10 dB Acceptable matching, some 

reflection. 
~2.5:1 ~6 dB Poor matching, significant 

reflection. 
~∞:1 0 dB Total reflection. Open circuit, cut, or 

no load. 
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Figure 6. Gain. 
 
2.7. Radiation pattern 
Figure 7 shows the two-dimensional polar plot of the antenna 
radiation pattern, offering a cross-sectional view of the gain at 
specific planes. The radiation pattern is crucial for 
understanding how the antenna radiates energy in specific 
directions relative to its structure. In this plot, the red line 
represents the radiation pattern at a plane where the azimuth 
angle phi is 0 degrees, while the violet line corresponds to the 
radiation pattern at phi = 90 degrees This polar plot helps in 
visualizing the directional characteristics of the antenna in 
these specific planes, showing how the gain varies with the 
angle in each case. The differences between the red and violet 
lines highlight the anisotropic nature of the radiation, where 
the antenna’s performance varies depending on the 
orientation. 

 

 
 

Figure 7. 2D radiation pattern (at phi=0 deg, phi=90 deg). 
 

2.8. Dataset collection 
By changing the patch width from 26 to 31 mm with an 
increment of 0.1 mm and patch length from 35 to 41 mm with 
an increment of 1 mm to create different design 
configurations, a dataset of 3111 rows was collected. This 
dataset was stored in a table in a CSV (comma-separated 
values) file. The table contains five columns: patch length, 
patch width, frequency, bandwidth, and S11. The remaining 
variables were fixed to avoid the complexity of the work. The 
different design parameters are listed in Table 2. 

 
Table 2. Parameters of antenna. 

 
Parameter Description Value 

Pl Patch length 35mm to 41mm 

Pw Patch width 26mm to 31mm 

Sw Substrate Width 60mm 

Sl Substrate length 60mm 

Fl Feed length 23.8mm 

Fw Feed width 3.1mm 

Fcw Feed cut width 0.95mm 

Fcl Feed cut length 8.5mm 

h Substrate height 1.6mm 

 
The dataset was divided into two parts: the first part 

contains 80% of the data and is used to train the models, while 
the second part contains 20% of the data and is used for 
testing. This division is in accordance with the 
recommendations in Grigorev (2021), ensuring that the 
models were trained on most of the data while being validated 
on unseen examples. 

 
3. Machine Learning algorithm Implementation 

 
With the dataset ready, we employed machine learning 
algorithms to predict the antenna dimensions based on desired 
performance metrics.  In this research, SVR, random forest, ANN, 
and decision tree algorithms were chosen because they are 
capable of handling prediction tasks very well. 

 
3.1. Decision tree 
The decision tree stands as a prevalent machine learning 
algorithm applicable to classification and regression tasks, 
embodying a tree-like structure delineating decisions and 
their ensuing outcomes. Within the domain of machine  
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learning, it serves to conceptualize decision-making 
predicated upon various features or attributes. Commencing 
with a singular node representing the entirety of the dataset, 
the algorithm iteratively partitions the dataset into smaller 
subsets contingent upon the values of specific features or 
attributes. This recursive partitioning continues until a 
predefined stopping criterion is met (Camacho, 2023). 

 
3.2. Random forest 
The random forest technique stands out as a highly potent 
tool utilized in predictive analytics. It yields results that are 
competitive with both boosting and adaptive bagging 
methodologies. By integrating random features alongside 
boosting, heightened accuracy in outcomes can be achieved, 
particularly when handling expansive datasets. However, it's 
worth noting that in certain instances, the application of 
random forest may predispose the model to overfitting, 
potentially resulting in noisy classifications or regressions 
(Chandra & Hareendran, 2021). 

 
3.3. SVR 
SVR, or support vector regression, is a machine learning 
technique derived from Support Vector Machine, tailored for 
regression tasks. It finds application in classification, 
regression, and signal processing. SVR effectively handles non-
linear and high-dimensional challenges by employing the 
principle of local minimization (Rivera et al., 2023). 

 
3.4. ANN 
Artificial neural networks (ANN) are founded upon the 
structural and functional principles of biological neural 
networks in humans. Serving as a collection of algorithms, 
ANN possesses the capability to discern patterns inherent 
within datasets. These patterns are discerned from vectors, 
which serve as numerical representations encapsulating 
diverse forms of data. The primary objective of neural 
networks is to facilitate the clustering and classification of 
data points. Through the utilization of ANN, unlabeled data 
exhibiting similarities can be effectively grouped and 
classified, thereby enhancing the understanding and analysis 
of complex datasets (Gao et al., 2022). 

Figure 8 shows the different steps involved in building 
artificial intelligence (AI) models to predict the antenna's 
length and width. The process begins with reading the dataset, 
followed by dividing it into two parts: 80% for training and 20% 
for testing. The different models mentioned above are then 
trained on the training data. Once the training is completed, 
the next step is to make predictions using the testing data. 
Finally, the results are evaluated by calculating the mean 
squared error between the actual data and the data predicted 
by the model. 

 

 
 

Figure 8. Different steps of building an artificial  
intelligence model. 

 
4. Evaluation metrics 

 
The various models that were implemented in this study can be 
evaluated through the following criteria: 

 
Loss function 
In regression analysis, the loss function is a mathematical 
function that measures the error between the predicted values 
and the actual values. The lower the loss function value, the 
better the prediction. There are several different loss functions 
that can be used in regression analysis, each with its strengths 
and weaknesses. Some of the most common loss functions 
include: 

 
4.1. Mean squared error (MSE) 
is a measure of the accuracy of a predictive model. It is 
calculated as the average of the squared errors between the 
predicted values and the actual values. The lower the MSE, the 
more accurate the model (Grigorev, 2021). It's computed using 
the following equation: 

 

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛
∑ �𝑌𝑌𝑖𝑖 − Ŷ𝑖𝑖�

2𝑛𝑛
𝑖𝑖=1    (9) 
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Figure 10. SVR MSE result. 
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4.2. Mean absolute error (MAE) 
is a measure of the average absolute difference between 
predicted and actual values. It is calculated by taking the 
absolute value of the difference between each predicted value 
and its corresponding actual value and then averaging the 
absolute differences. The lower the MAE, the better the fit of 
the model to the data (Hossain, 2023). MAE can be calculated 
using Equation (10): 

 
𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑛𝑛
∑ �𝑌𝑌𝑖𝑖 − Ŷ𝑖𝑖�𝑛𝑛
𝑖𝑖=1     (10) 

 
4.3. Root mean square error (RMSE) 
is a measure of the average magnitude of the difference 
between predicted and actual values. It is calculated by taking 
the square root of the mean of the squared differences 
between the predicted values and the actual values. The lower 
the RMSE, the better the fit of the model to the data. RMSE tells 
us how large are the errors that our model makes (Grigorev, 
2021). It is calculated using the following formula: 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑛𝑛
∑ �𝑌𝑌𝑖𝑖 − Ŷ𝑖𝑖�

2𝑛𝑛
𝑖𝑖=1    (11) 

 
5. Results 

 
In this section, all the MSE results obtained for each algorithm 
are presented. 

 
5.1. Random forest MSE result 
As shown in Figure 9, the MSE value gradually decreases with 
the increase of N-estimators from 0.61 to 0.53 and stabilizes 
almost after 60 to give its lowest value of 0.52 with N-estimator 
equal to 100. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5.2. SVR MSE result 
Figure 10 shows MSE for different values of epsilon and 
gamma. Where employed to refine the prediction outcome. 
Epsilon delineates the permissible error range, while gamma 
elucidates the influence of the trained data. When gamma is 
0.1, the MSE value is around 0.65. When gamma is 0.01, the 
MSE value is around 16. When gamma is 0.001, the MSE value 
is around 0.87. When gamma is set to 0.01, the MSE value is 
approximately 1.05. Lastly, with gamma set to 0.0001, the MSE 
value is approximately 1.95. Thus, it can be concluded that 
gamma significantly impacts the prediction results. As the 
gamma parameter increases, the MSE value also increases. 
When altering the epsilon value, it doesn't yield as notable a 
difference as gamma. Therefore, it can be deduced that the 
epsilon parameter refines the prediction outcome. The lowest 
MSE is achieved when gamma is set to 0.1.and epsilon is 0.1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

5.3. Decision tree MSE result 
Figure 11 illustrates the MSE values across various random states. 
The MSE decreases as the random state is incremented from 0 to 
5, ranging from 0.65 to 0.60. Regrettably, the MSE rises until it 
reaches until it the value of 0.73 when the random state is 
elevated to 25. Afterward, it varies until the random state reaches 
35. The MSE reaches its minimum when the random state is set to 
5. The fluctuating outcome occurs due to the inherent nature of 
the random state, which randomly selects the data. 

 

 
 

Figure 11. Decision tree MSE result. 

 
Figure 9. Random forest MSE result. 
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Figure 12. ANN MSE result. 
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5.4. ANN MSE result 
The decrease of the MSE value with the increase in the number of 
hidden layers, recorded the lowest value at the number of layers 
6, to return to fluctuation after that, as shown in Figure 12. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

6. Result comparison 
 
The best prediction results obtained from the four 

algorithms are listed in Table 3 with their parameters. 
 

Table 3. Best results obtained. 
 

 
 
 
 
 
 
 
 
 
 
 
As shown by Table 3, the ANN algorithm reaches the lowest 

MSE of 1.17 when the network has six hidden layers, The 
decision tree algorithm achieves its lowest MSE of 0.6 at 
random state 5, whereas the random forest achieves 0.52 with 
100 estimators. And the last for the SVR algorithm, the MSE 
value of 0.64 is reached when the gamma is 0.1 and the epsilon 
is 0.1. Among all these algorithms, the random forest 
algorithm exhibited the best performance in predicting the 
antenna dimensions. 

In Table 4, we compared our results with those obtained in 
similar studies utilizing machine learning techniques for 
antenna design and optimization. 

 
 
 
 

Table 4. Comparison with related research papers in literature. 
 
 
 
 
 
 
 
 
 
 
 

7. Conclusions  
 

This paper presents research on the use of machine-learning 
algorithms to predict the size of rectangular microstrip patch 
antennas. Four algorithms were used for prediction: ANN, SVR, 
decision tree and random forest. The results showed that a 
random forest with 100 estimators provided the best 
prediction accuracy, with a mean square error (MSE) of 0.52. 
This means that it is now possible to estimate the dimensions 
of rectangular microstrip patch antennas according to the 
specified parameters, which was not possible before using 
antenna simulation software. 
Future research can explore the inclusion of more design 
parameters such as substrate material properties, different 
patch shapes (circular, elliptical), and varying feed techniques. 
This can help in creating more generalized models that can 
predict the dimensions for a wider range of antenna types. 
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Algorithm Parameter MSE 

ANN Hidden layers 6 1.17 

Decision tree Random state 5 0.6 

Random forest N-estimator 100 0.52 

SVR 
Gamma 0.1, Epsilon 

0.1 
0.64 

 

 

Ref. Methodology Result 

(Su et al., 2022) ANN MSE: 0.484% 

(Sathuluri et al., 
2022) 

SVM RMSE: 0.1163 

(Aoad, 2021) Decision tree MSE: 0.038 

(Kumawat & 
Agarwal, 2021) 

ANN MSE: 0.2249 

This work Random forest MSE: 0.52 

 



 
 

 

R. Degachi, S. Ghendir / Journal of Applied Research and Technology 781-790 

  

Vol. 22, No. 6, December 2024    789 
 

References 
 
Ansys HFSS. (2024).  Retrieved July 24 from 
https://www.ansys.com/products/electronics/ansys-hfss 
 
Aoad, A. (2021). Design and Manufacture of a Multiband 
Rectangular Spiral-Shaped Microstrip Antenna Using EM-
Driven and Machine Learning. Elektronika Ir 
Elektrotechnika, 27(1), 29-40. 
https://doi.org/10.5755/j02.eie.27583 
 
Balanis, C. A. (2016). Antenna theory: analysis and design. John 
wiley & sons.  
 
Boudjerda, M., Reddaf, A., Kacha, A., Hamdi-Cherif, K., Alharbi, 
T. E., Alzaidi, M. S., ... & Ghoneim, S. S. (2022). Design and 
optimization of miniaturized microstrip patch antennas using 
a genetic algorithm. Electronics, 11(14), 2123. 
https://doi.org/10.3390/electronics11142123 
 
Camacho, E. L. P. (2023). Learn Python From an Expert: The 
Complete Guide: With Artificial Intelligence. 
 
Chandra, S. S., & Hareendran, S. (2021). Machine learning: a 
practitioner's approach. PHI Learning Private Limited. 
 
Chen, Y., Elsherbeni, A. Z., & Demir, V. (2022). Machine learning 
for microstrip patch antenna design: Observations and 
recommendations. In 2022 United States National Committee 
of URSI National Radio Science Meeting (USNC-URSI NRSM) (pp. 
256-257). IEEE. 
https://doi.org/10.23919/USNCURSINRSM57467.2022.9881476 
 
Choudhury, B., Thomas, S., & Jha, R. M. (2015). Implementation 
of soft computing optimization techniques in antenna 
engineering [antenna applications corner]. IEEE Antennas and 
Propagation Magazine, 57(6), 122-131. 
https://doi.org/10.1109/MAP.2015.2439612 
 
Dai, X. W., Da Li, M. I., Wu, H. T., & Zhang, Y. H. (2022). Design of 
Compact Patch Antenna Based on Support Vector 
Regression. Radioengineering, 31(3). 
https://dx.doi.org/10.13164/re.2022.0339 
 
Dai, X. W., Hong, H., Lin, S. Y., & Luo, G. Q. (2021). Dual-polarized 
antenna with suppression of cross-band scattering in 
multiband array. IEEE Antennas and Wireless Propagation 
Letters, 20(8), 1592-1595. 
https://doi.org/10.1109/LAWP.2021.3091650 
 

Deschamps, G. A. (1953). Microstrip microwave antennas. 
Proceedings of the Third Symposium on the USAF. Antenna 
Research and Development Program.  
  
El Misilmani, H. M., Naous, T., & Al Khatib, S. K. (2020). A review on 
the design and optimization of antennas using machine learning 
algorithms and techniques. International Journal of RF and 
Microwave Computer‐Aided Engineering, 30(10), e22356. 
https://doi.org/10.1002/mmce.22356 
 
Elijah, A. A., & Mokayef, M. (2020). Miniature microstrip antenna 
for IoT application. Materials Today: Proceedings, 29, 43-47. 
https://doi.org/10.1016/j.matpr.2020.05.678 
 
Erricolo, D., Chen, P. Y., Rozhkova, A., Torabi, E., Bagci, H., 
Shamim, A., & Zhang, X. (2019). Machine learning in 
electromagnetics: A review and some perspectives for future 
research. In 2019 International Conference on Electromagnetics 
in Advanced Applications (ICEAA) (pp. 1377-1380). IEEE. 
https://doi.org/10.1109/ICEAA.2019.8879110 
 
Gao, X. Z., Tiwari, S., Trivedi, M. C., Singh, P. K., & Mishra, K. K. 
(2022). Advances in Computational intelligence and 
Communication Technology Proceedings of CICT 2021. 
Proceedings of CICT, 1. 
https://doi.org/10.1007/978-981-16-9756-2 
 
Ghosh, P., Kiran, S., Mahalakshmi, J., & Basha, S. A. H. (2023). 
Understanding Machine Learning. AG PUBLISHING HOUSE 
(AGPH Books).  
 
Girija, H. S., Sudhakar, R., Kadhar, K. M. A., Priya, T. S., 
Ramanathan, S., & Anand, G. (2020). PSO based microstrip 
patch antenna design for ISM band. In 2020 6th international 
conference on advanced computing and communication 
systems (ICACCS) (pp. 1209-1214). IEEE. 
https://doi.org/10.1109/ICACCS48705.2020.9074290 
 
Grigorev, A. (2021). Machine Learning Bookcamp: Build a 
Portfolio of Real-life Projects. Simon and Schuster. 
 
Hossain, E. (2023). Machine Learning Crash Course for 
Engineers. Springer Nature. 
https://doi.org/10.1007/978-3-031-46990-9 
 
Kaur, A., & Malik, P. K. (2021). Adoption of micro-strip patch 
antenna for wireless communication: opportunities and 
challenges. International Journal of Electronics, 
Communications, and Measurement Engineering 
(IJECME), 10(1), 1-21. 
http://dx.doi.org/10.4018/IJECME.2021010101 

https://www.ansys.com/products/electronics/ansys-hfss
https://doi.org/10.5755/j02.eie.27583
https://books.google.es/books?hl=es&lr=&id=iFEBCgAAQBAJ&oi=fnd&pg=PR13&dq=Balanis,+C.+A.+(2016).+Antenna+theory:+analysis+and+design.+John+wiley+%26+sons.+&ots=Cm0YunN0Am&sig=tvUxUojXxtWh2pRDfM1786-iYEk#v=onepage&q=Balanis%2C%20C.%20A.%20(2016).%20Antenna%20theory%3A%20analysis%20and%20design.%20John%20wiley%20%26%20sons.&f=false
https://books.google.es/books?hl=es&lr=&id=iFEBCgAAQBAJ&oi=fnd&pg=PR13&dq=Balanis,+C.+A.+(2016).+Antenna+theory:+analysis+and+design.+John+wiley+%26+sons.+&ots=Cm0YunN0Am&sig=tvUxUojXxtWh2pRDfM1786-iYEk#v=onepage&q=Balanis%2C%20C.%20A.%20(2016).%20Antenna%20theory%3A%20analysis%20and%20design.%20John%20wiley%20%26%20sons.&f=false
https://doi.org/10.3390/electronics11142123
https://www.amazon.com/Learn-Python-Expert-Artificial-Intelligence/dp/B0C7J2ZWPR
https://www.amazon.com/Learn-Python-Expert-Artificial-Intelligence/dp/B0C7J2ZWPR
https://books.google.dz/books?id=b_wdEAAAQBAJ
https://books.google.dz/books?id=b_wdEAAAQBAJ
https://doi.org/10.23919/USNCURSINRSM57467.2022.9881476
https://doi.org/10.1109/MAP.2015.2439612
https://dx.doi.org/10.13164/re.2022.0339
https://doi.org/10.1109/LAWP.2021.3091650
https://doi.org/10.1002/mmce.22356
https://doi.org/10.1016/j.matpr.2020.05.678
https://doi.org/10.1109/ICEAA.2019.8879110
https://doi.org/10.1007/978-981-16-9756-2
https://books.google.com.mx/books/about/Understanding_Machine_Learning.html?id=ufC9EAAAQBAJ&redir_esc=y
https://books.google.com.mx/books/about/Understanding_Machine_Learning.html?id=ufC9EAAAQBAJ&redir_esc=y
https://doi.org/10.1109/ICACCS48705.2020.9074290
https://books.google.es/books?hl=es&lr=&id=-3RJEAAAQBAJ&oi=fnd&pg=PA1&ots=hZ4e9n4Aoc&sig=uSBqkc4U51UpzA6_m2KmF1FinVs#v=onepage&q&f=false
https://books.google.es/books?hl=es&lr=&id=-3RJEAAAQBAJ&oi=fnd&pg=PA1&ots=hZ4e9n4Aoc&sig=uSBqkc4U51UpzA6_m2KmF1FinVs#v=onepage&q&f=false
https://doi.org/10.1007/978-3-031-46990-9
http://dx.doi.org/10.4018/IJECME.2021010101


 
 

 

R. Degachi, S. Ghendir / Journal of Applied Research and Technology 781-790 

  

Vol. 22, No. 6, December 2024    790 
 

 Koçer, M., & Aydemir, M. E. (2020). Microstrip patch antenna 
design for military satellite communication. Avrupa Bilim ve 
Teknoloji Dergisi, 142-147. 
https://doi.org/10.31590/ejosat.801959 
 
Kumawat, H., & Agarwal, P. (2021). Artificial Neural Network 
Model to Predict the Design Parameters of Inset-fed Microstrip 
Patch Antenna. In 2021 8th International Conference on Signal 
Processing and Integrated Networks (SPIN) (pp. 943-948). IEEE. 
https://doi.org/10.1109/SPIN52536.2021.9566033 
 
Management Association Information. (2022). Research 
Anthology on Machine Learning Techniques, Methods, and 
Applications. IGI Global. 
https://books.google.dz/books?id=fPZ7EAAAQBAJ  
 
 Palanivel Rajan, S., & Vivek, C. (2019). Analysis and design of 
microstrip patch antenna for radar communication. Journal of 
Electrical Engineering & Technology, 14, 923-929. 
https://doi.org/10.1007/s42835-018-00072-y 
 
Patil, A. R., Raju, C. M., Harish, S., & Shanthi, P. (2023). Patch 
Antenna Design Using Machine Learning: ANN and SVR. In 2023 
7th International Conference on Computation System and 
Information Technology for Sustainable Solutions (CSITSS) (pp. 1-
3). IEEE. 
https://doi.org/10.1109/CSITSS60515.2023.10334201 
 
Pavithran, S., Viswasom, S., & Asha, J. (2021). Designing of a 5G 
multiband antenna using decision tree and random forest 
regression models. In 2021 8th International Conference on Signal 
Processing and Integrated Networks (SPIN) (pp. 626-631). IEEE. 
https://doi.org/10.1109/SPIN52536.2021.9566117 
 
Rana, M. S., & Smieee, M. M. R. (2022). Design and analysis of 
microstrip patch antenna for 5G wireless communication 
systems. Bulletin of Electrical Engineering and 
Informatics, 11(6), 3329-3337. 
https://doi.org/10.11591/eei.v11i6.3955 
 
Rivera, G., Cruz-Reyes, L., Dorronsoro, B., & Rosete, A. (Eds.). 
(2023). Data Analytics and Computational Intelligence: Novel 
Models, Algorithms and Applications. Springer. 
https://books.google.dz/books?id=n9TWEAAAQBAJ 
 
Sathuluri, M. R., Sahithi, R., Sri, P. N., & Arshitha, K. (2022). 
Machine Learning Approach to Design Fractal Antenna for 5G 
Applications. In 2022 4th International Conference on Inventive 
Research in Computing Applications (ICIRCA) (pp. 275-280). IEEE. 
https://doi.org/10.1109/ICIRCA54612.2022.9985480 
 

Su, Y., Su, Z., Chen, H., Zhao, H., & Yin, X. (2022). Inverse Design 
of Rectangular Microstrip Patch Antenna using Neural 
Network Combining with Time-Domain Representation of S-
parameters. In 2022 16th European Conference on Antennas 
and Propagation (EuCAP) (pp. 1-4). IEEE. 
https://doi.org/10.23919/EuCAP53622.2022.9769634 
 
Zaki, A. Z., Hamad, E. K., Abouelnaga, T. G., & Elsadek, H. A. 
(2022). Design of ultra-compact ISM band implantable patch 
antenna for bio-medical applications. International Journal of 
Microwave and Wireless Technologies, 14(10), 1279-1288. 
https://doi.org/10.1017/S1759078721001732 
 
 

https://doi.org/10.31590/ejosat.801959
https://doi.org/10.1109/SPIN52536.2021.9566033
https://books.google.dz/books?id=fPZ7EAAAQBAJ
https://doi.org/10.1007/s42835-018-00072-y
https://doi.org/10.1109/CSITSS60515.2023.10334201
https://doi.org/10.1109/SPIN52536.2021.9566117
https://doi.org/10.11591/eei.v11i6.3955
https://books.google.dz/books?id=n9TWEAAAQBAJ
https://doi.org/10.1109/ICIRCA54612.2022.9985480
https://doi.org/10.23919/EuCAP53622.2022.9769634
https://doi.org/10.1017/S1759078721001732

