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Abstract: Direct methods for optimal tuning of the parameters of a PID-type controller are developed 
using the theory of LQR when the order of the plant model equation is known. This is achieved through 
two fundamental results. The first one defines a link between the weighting matrix of the LQR 
performance index with the desired temporal specifications of the closed-loop controlled response, 
expressed through a desired overshoot and settling time, as well as the tracking of a constant reference 
input with zero steady-state error. The second result establishes the connection between the state 
feedback solution of the LQR problem and the parameters of the PID-type controller. The design 
method is validated through simulation studies on a heat flow experiment, a coupled tank system, and 
a radar antenna. 
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1. Introduction 
 
Proportional-integral (PI) and Proportional-Integral-Derivative 
(PID) controllers are the central control policies used in 
industry (Åström & Hagglund, 1995; Desborough & Miller, 
2012). There are numerous rules for systematically tuning the 
parameters of these controllers, and much of this work has 
been done for linear systems in the time domain (Teppa-
Garran et al., 2021). When it is considered that the plant is 
described by a mathematical model of a specific order, direct 
formulas can be obtained for tuning the parameters of the PI 
or PID controller: a first-order model for the case of PI and a 
second-order model for the PID. For a plant of order 𝑛𝑛, a PID-
type controller (𝑃𝑃𝑃𝑃𝑃𝑃𝑛𝑛−1) is expressed as (Teppa-Garran & 
Garcia, 2013): 
 
𝑢𝑢(𝑡𝑡) = 𝐾𝐾𝑝𝑝𝑒𝑒(𝑡𝑡) + 𝐾𝐾𝑖𝑖 ∫ 𝑒𝑒(𝜏𝜏)𝑡𝑡

0 𝑑𝑑𝑑𝑑 + 𝐾𝐾𝑑𝑑1𝑒̇𝑒(𝑡𝑡) + 𝐾𝐾𝑑𝑑2𝑒̈𝑒(𝑡𝑡) +
⋯+ 𝐾𝐾𝑑𝑑𝑛𝑛−1𝑒𝑒

(𝑛𝑛−1)(𝑡𝑡)                   (1) 
 
This equation includes traditional PI and PID controllers 

when the order 𝑛𝑛 of the system is one or two, respectively.  
On the other hand, despite their widespread application, 

many poorly tuned PI and PID controllers are operating in the 
industry (Lee et al., 2014). The linear quadratic regulator (LQR) 
(Anderson & Moore, 2007; Lavretsky & Wise, 2013) is a well-
known design technique in optimal control theory that has 
been studied for decades, and it has a simple, closed-form 
solution on the infinite time horizon case. In LQR, the desired 
performance objectives are addressed directly by minimizing 
a quadratic function of the state and the control input. The 
resulting optimal control law has many suitable properties, 
including closed-loop stability. Furthermore, by choosing the 
weighting matrices, it is possible to control the tradeoff 
between the requirements for regulating the state and the 
expenditure of control energy. However, a significant criticism 
is that the selection of the weighting matrices in the quadratic 
function needs to be clarified to meet the closed-loop design 
specifications (Teppa-Garran & Garcia, 2014). Even more, the 
connection to the closed-loop dynamics is indirect; it depends 
on the choice of the weighting matrices. Thus, one usually 
needs to perform some trial-and-error procedure to obtain a 
satisfactory closed-loop response.  

The use of the method LQR for optimal tuning of the PID 
parameters has been applied previously. For example, 
(Argentim et al., 2013) employ an LQR loop to tune a PID on a 
quadcopter platform. A hybrid LQR-PID for seismic control of 
buildings is proposed in Heidari et al. (2018). In Anh (2020), a 
coordinate PID-LQR is used for an active suspension system; 
the PID part controls the body acceleration, and the LQR 
controls the body displacement. Finally, Choubey and Ohri 
(2022) propose a gray wolf optimizer to tune the PID 
parameters by selecting the weighting matrices of LQR for 

optimal path control of a 3-DOF Maryland manipulator. The 
objective and main contribution of this article is the 
construction of direct methods that allow optimal tuning of 
the parameters of a PID-type controller expressed as (1) 
employing the LQR formulation by incorporating time 
specifications of tracking, overshoot, and settling time in the 
closed-loop controlled output through the selection of the 
weighting matrices of the quadratic function. This idea has 
already been considered in Oral et al. (2010), where a method 
to translate the time requirements into the LQR quadratic 
function is proposed, but considering a state feedback control 
policy and restricted to the bridge crane model equations, 
also, in He et al. (2000), where the LQR method is employed to 
tune a PI controller for the first order plus time delay system. 
The method is extended to tune a PID but considering that the 
second-order system is overdamped, the derivative 
component of the controller is chosen to cancel the fast pole 
of the model, and in this way, the PI tuning method can still be 
applied. Our proposed PI tuning method for a first-order 
system follows the idea of (He et al., 2000). Still, as we do not 
consider time delay, the design procedure is more 
straightforward because the LQR problem is of infinite time, 
resulting in an algebraic Riccati equation. Additionally, to 
obtain the design equations, a zero-reference input 
(regulation problem) is not needed; the design is formulated 
to track any constant reference input. On the other hand, our 
proposed PID method works for a general second-order 
system; that is, there is no constraint in the search space for 
the parameters. Finally, design equations for general PID 
controllers for systems of higher order are developed. The 
methods are validated through different simulation studies. 

Notation: 𝑎̇𝑎(𝑡𝑡) = 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑⁄ ,  𝑎̈𝑎(𝑡𝑡) = 𝑑𝑑2𝑎𝑎 𝑑𝑑𝑡𝑡2⁄ , 𝑎𝑎(𝑛𝑛)(𝑡𝑡) =
𝑑𝑑𝑛𝑛𝑎𝑎 𝑑𝑑𝑡𝑡𝑛𝑛⁄  Capital bold typeface letters denote matrices and 
small bold typeface letter vectors. ℝ is the set of real numbers. 

 
2. Basic results 

 
Consider the closed-loop control system in Fig. 1. The plant is 
controllable (Dorf & Bishop, 2017) and modeled by the 
following differential equation of order 𝒏𝒏 ≥ 𝟏𝟏. 
 
𝑦𝑦(𝑛𝑛)(𝑡𝑡) + 𝑎𝑎𝑛𝑛−1𝑦𝑦(𝑛𝑛−1)(𝑡𝑡) + ⋯+ 𝑎𝑎1𝑦̇𝑦(𝑡𝑡) + 𝑎𝑎0𝑦𝑦(𝑡𝑡) =

𝑏𝑏0𝑢𝑢(𝑡𝑡)                (2) 
 
where 𝑎𝑎0, … ,𝑎𝑎𝑛𝑛−1, 𝑏𝑏0 ≠ 0 ∈ ℝ 𝑡𝑡 is the time-independent 

variable, 𝑢𝑢:ℝ+ → ℝ is the time differentiable control signal, 
and 𝑦𝑦: ℝ+ → ℝ is the controlled output. The tracking error, 
𝑒𝑒:ℝ+ → ℝ, is defined as: 

 
𝑒𝑒(𝑡𝑡) = 𝑦𝑦𝑟𝑟(𝑡𝑡) − 𝑦𝑦(𝑡𝑡)                   (3) 
 
With 𝑦𝑦𝑟𝑟:ℝ+ → ℝ the reference input. 
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Figure 1. Feedback control system with an n-th order  
plant and a PID type controller. 

 
Theorem 1: If in the control system of Fig. 1, the plant is 
modeled by (2) and the reference signal in (3) is constant, then 
the closed-loop control system can be described in state-
variables through the equations: 

 
𝒛̇𝒛(𝑡𝑡) = 𝑭𝑭𝑭𝑭(𝑡𝑡) + 𝑮𝑮𝑢̇𝑢(𝑡𝑡)             (4) 

 
Where: 
 

𝑭𝑭 =

⎣
⎢
⎢
⎢
⎡
0 1 0 0 … 0
0 0 1 0 … 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 0 … 1
0 −𝑎𝑎0 −𝑎𝑎1 −𝑎𝑎2 … −𝑎𝑎𝑛𝑛−1⎦

⎥
⎥
⎥
⎤
, 𝑮𝑮 =

⎣
⎢
⎢
⎢
⎡

0
0
⋮
0
−𝑏𝑏0⎦

⎥
⎥
⎥
⎤
,  

𝒛𝒛(𝑡𝑡) = [𝑒𝑒(𝑡𝑡) 𝑒̇𝑒(𝑡𝑡) … 𝑒𝑒(𝑛𝑛−1)(𝑡𝑡) 𝑒𝑒(𝑛𝑛)(𝑡𝑡)]𝑇𝑇 
 

Proof: 𝑛𝑛 successive time derivatives of (3) considering a 
constant reference input yields: 

 
𝑒̇𝑒(𝑡𝑡) = −𝑦̇𝑦(𝑡𝑡), 
𝑒̇𝑒(𝑡𝑡) = −𝑦̇𝑦(𝑡𝑡) 
⋮ 
𝑒𝑒(𝑛𝑛)(𝑡𝑡) = −𝑦𝑦(𝑛𝑛)(𝑡𝑡) 

 
Defining state-variables 𝑧𝑧1 = 𝑒𝑒, 𝑧𝑧2 = 𝑒̇𝑒, … , 𝑧𝑧𝑛𝑛 = 𝑒𝑒(𝑛𝑛) and 

computing the time derivative of (2) results in: 
 

𝑧̇𝑧1 = 𝑧𝑧2 
𝑧̇𝑧2 = 𝑧𝑧3 
⋮ 
𝑧̇𝑧𝑛𝑛 = 𝑒𝑒(𝑛𝑛+1) = −𝑦𝑦(𝑛𝑛+1) = −𝑎𝑎0𝑧𝑧2 − 𝑎𝑎1𝑧𝑧3 −⋯− 𝑎𝑎𝑛𝑛−1𝑧𝑧𝑛𝑛 −

𝑏𝑏0𝑢̇𝑢  
 
This can be rewritten in the form (4) so the theorem is 

established. 
The parameters 𝐾𝐾𝑝𝑝, 𝐾𝐾𝑖𝑖 ,𝐾𝐾𝑑𝑑1 ,𝐾𝐾𝑑𝑑2 , … ,𝐾𝐾𝑑𝑑𝑛𝑛−1  in (1) must be 

computed to satisfy desired design requirements for the 
controlled output 𝑦𝑦(𝑡𝑡). The LQR method is used for this 
purpose. A quadratic function is defined to have an LQR 
formulation of the closed-loop system (4). 

 
𝐽𝐽 = ∫ [𝒛𝒛(𝑡𝑡)𝑇𝑇𝑸𝑸𝑸𝑸(𝑡𝑡) + 𝑟𝑟𝑢̇𝑢2(𝑡𝑡)]𝑑𝑑𝑑𝑑∞

0                              (5) 
 
 

Where 𝑸𝑸 is a positive semi-definite matrix that influences 
the closed-loop transient response. 
Remark 1: In general, the purpose of the parameter 𝑟𝑟 > 0 
within the cost function (5) would be to adjust the amplitude 
of the derivative of the control signal. However, in this work, it 
will be seen later that this parameter does not impact the 
control signal. 

It is widely known (Anderson & Moore, 2007) that the state-
feedback control law. 

 
𝑢̇𝑢(𝑡𝑡) = −𝒌𝒌𝒌𝒌(𝑡𝑡)             (6) 
 
Minimizes (5) and stabilizes (4) when the pair (𝑭𝑭,𝑮𝑮)  is 

controllable. The pair (𝑭𝑭,𝑮𝑮) is controllable if the 
controllability matrix. 

 
𝑴𝑴𝒄𝒄 = [𝑮𝑮 𝑭𝑭𝑭𝑭 𝑭𝑭2𝑮𝑮 … 𝑭𝑭𝑛𝑛−1𝑮𝑮]          (7) 
 
It is nonsingular (Dorf & Bishop, 2017).  

Remark 2: The controllability of (4) is necessary because of the 
LQR problem; therefore, the design of the PID-type controller 
is constructed from the system (4). 
Theorem 2: For the closed-loop system (4), the controllability 
matrix (7) is nonsingular. 
Proof: The determinant of (7) for 𝑛𝑛 ≥ 1 in (2) can be computed 
as: 

det (𝑴𝑴𝒄𝒄) = �
−�𝑏𝑏0

𝑛𝑛+1�,𝑛𝑛 = 1,4,5,8,9,12,13, …
𝑏𝑏0

𝑛𝑛+1,𝑛𝑛 = 2,3,6,7,10,11,14,15, …
 

 
Since 𝑏𝑏0 is a real constant different from zero, the pair 

(𝑭𝑭,𝑮𝑮)  is controllable. 
Vector 𝒌𝒌 in (6) is given by: 
 
𝒌𝒌 = −𝑟𝑟−1𝑮𝑮𝐓𝐓𝑷𝑷             (8) 
 
Where 𝑷𝑷 is a positive definite symmetric matrix solution of 

the algebraic Riccati equation: 
 
𝑭𝑭𝑇𝑇𝑷𝑷 + 𝑷𝑷𝑷𝑷 − 𝑟𝑟−1𝑷𝑷𝑷𝑷𝑮𝑮𝑇𝑇𝑷𝑷 + 𝑸𝑸 = 𝟎𝟎           (9) 
 
Equation (6) can be rewritten as: 
 

𝑢̇𝑢(𝑡𝑡) = − [𝑘𝑘1 𝑘𝑘2 … 𝑘𝑘𝑛𝑛+1]�������������
 𝒌𝒌

�

𝑒𝑒(𝑡𝑡)
𝑒̇𝑒(𝑡𝑡)
⋮

𝑒𝑒(𝑛𝑛)(𝑡𝑡)

�           (10) 

 
Time integration of (10) results in the control policy: 
 
𝑢𝑢(𝑡𝑡) = −𝑘𝑘1 ∫ 𝑒𝑒(𝜏𝜏)𝑡𝑡

0 𝑑𝑑𝑑𝑑 − 𝑘𝑘2𝑒𝑒(𝑡𝑡) − 𝑘𝑘3𝑒̇𝑒(𝑡𝑡) −⋯−
𝑘𝑘𝑛𝑛+1𝑒𝑒(𝑛𝑛−1)(𝑡𝑡)                                                                (11)   
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By comparing with (1), the constants of the PID type 
controller are deduced as: 

 
𝐾𝐾𝑖𝑖 = −𝑘𝑘1, 𝐾𝐾𝑝𝑝 = −𝑘𝑘2, 𝐾𝐾𝑑𝑑1 = −𝑘𝑘3, … ,𝐾𝐾𝑑𝑑𝑛𝑛−1 = −𝑘𝑘𝑛𝑛+1      (12) 

 
Expressing 𝑷𝑷 in (8) by: 
 

𝑷𝑷 =

⎣
⎢
⎢
⎢
⎡
𝑝𝑝11 𝑝𝑝12 𝑝𝑝13 … 𝑝𝑝1,𝑛𝑛+1
𝑝𝑝12 𝑝𝑝22 𝑝𝑝23 … 𝑝𝑝2,𝑛𝑛+1
𝑝𝑝13 𝑝𝑝23 𝑝𝑝33 … 𝑝𝑝3,𝑛𝑛+1
⋮ ⋮ ⋮ ⋱ ⋮

𝑝𝑝1,𝑛𝑛+1 𝑝𝑝2,𝑛𝑛+1 𝑝𝑝3,𝑛𝑛+1 … 𝑝𝑝𝑛𝑛+1,𝑛𝑛+1⎦
⎥
⎥
⎥
⎤
 

 
Allows computing vector 𝒌𝒌 as: 

 
𝒌𝒌 = [𝑘𝑘1 𝑘𝑘2 … 𝑘𝑘𝑛𝑛+1] =

𝑟𝑟−1𝑏𝑏0[𝑝𝑝1,𝑛𝑛+1 𝑝𝑝2,𝑛𝑛+1 … 𝑝𝑝𝑛𝑛+1,𝑛𝑛+1]                                  (13) 
 
Equation (13) provides a way to connect the solution of the 

LQR problem with the parameters of the PID type controller 
(12). Now, in the LQR context, the link with closed-loop 
dynamics is indirect; it depends on the selection of the matrix 
𝑸𝑸 and the parameter 𝑟𝑟 in (5). Therefore, some trial-and-error 
procedure is usually necessary to obtain a satisfactory closed-
loop response. For this reason, it is interesting to link the LQR 
problem with the location of poles by requiring that the 
closed-loop poles of the system (4) with the optimal control 
policy (12) and (13) be found in some specific region of the 
complex plane. This work constructs the desired closed-loop 
polynomial using a dominant pole guarantee criterion 
(Persson & Åström, 1992). The requirements of the closed-loop 
control performance in the time domain are converted into a 
pair of conjugate poles 𝑠𝑠1,2 = −𝛼𝛼 ± 𝑗𝑗𝑗𝑗. Their dominance 
requires that the ratio of the real part of other poles to –𝛼𝛼 
exceeds 𝜆𝜆 (𝜆𝜆 is usually 3 to 5). Thus, we want all other poles to 
be at the left of the line 𝑠𝑠 = −𝜆𝜆𝜆𝜆. The desired polynomial is 
expressed as: 

 
(𝑠𝑠2 + 2𝜁𝜁𝜔𝜔𝑛𝑛𝑠𝑠 + 𝜔𝜔𝑛𝑛2)(𝑠𝑠 + 𝜆𝜆𝜆𝜆𝜔𝜔𝑛𝑛)𝑛𝑛−1          (14) 

 
The damping coefficient 𝜁𝜁 and the natural frequency 𝜔𝜔𝑛𝑛 of 

the dominant poles can be determined in terms of the 
overshoot 𝑂𝑂𝑂𝑂 and the settling time 𝑇𝑇𝑠𝑠 (Dorf & Bishop, 2017). 

 

𝑂𝑂𝑂𝑂 = 𝑒𝑒�−𝜁𝜁𝜁𝜁 �1−𝜁𝜁2⁄ � ⟹ 𝜁𝜁 = 1 �1 + � 𝜋𝜋
𝑙𝑙𝑙𝑙�𝑀𝑀𝑝𝑝�

�
2

�         (15) 

And: 
 
𝑇𝑇𝑠𝑠 = 4 (𝜁𝜁𝜔𝜔𝑛𝑛)⁄ ⟹ 𝜔𝜔𝑛𝑛 = 4 𝜁𝜁𝑡𝑡𝑠𝑠⁄           (16) 
 
In this way, the desired closed-loop polynomial will meet 

some temporal design requirements. In this work, once the 

desired 𝑛𝑛 + 1 poles have been calculated they will be 
expressed as −𝜇𝜇1,−𝜇𝜇2, … ,−𝜇𝜇𝑛𝑛+1, the desired closed-loop 
polynomial (14) is rewritten as: 

 
(𝑠𝑠 + 𝜇𝜇1)(𝑠𝑠 + 𝜇𝜇2) … (𝑠𝑠 + 𝜇𝜇𝑛𝑛+1)          (17) 
 
Problem 1: Given the system (2). Find the controller 

parameters in (1) that minimize the quadratic function (5) and 
satisfy the requirements (15) and (16). 

To solve the problem, the closed-loop polynomial of the 
control system in Fig. 1 is computed using (1). This is: 

 
𝑠𝑠𝑛𝑛+1 + �𝑎𝑎𝑛𝑛−1 + 𝑏𝑏0𝐾𝐾𝑑𝑑𝑛𝑛−1�𝑠𝑠

𝑛𝑛 + �𝑎𝑎𝑛𝑛−2 + 𝑏𝑏0𝐾𝐾𝑑𝑑𝑛𝑛−2�𝑠𝑠
𝑛𝑛−1 

+⋯+ �𝑎𝑎1 + 𝑏𝑏0𝐾𝐾𝑑𝑑1�𝑠𝑠
2 + �𝑎𝑎0 + 𝑏𝑏0𝐾𝐾𝑝𝑝�𝑠𝑠 + 𝑏𝑏0𝐾𝐾𝑖𝑖          (18) 

 
By equating the coefficients of the polynomials (17) and 

(18), equations are found that allow the expression of the 
elements of the matrix 𝑷𝑷 that appear in (13) in terms of the 
desired closed-loop poles. Then, by analytically solving (9) 
using the computed values of 𝑷𝑷, it is possible to determine the 
elements of the matrix 𝑸𝑸 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑞𝑞1, … , 𝑞𝑞𝑛𝑛+1). These values 
now allow us to solve (9) again, and the matrix 𝑷𝑷 that will be 
obtained produces a vector 𝒌𝒌 in (8) that generates a closed-
loop response with zero steady-state error for any constant 
reference input exhibiting the specifications (15) and (16).  

This methodology will be applied to different orders of the 
model (2). 

 
3. PI tuning method 

 
Direct tuning formulas for the parameters 𝐾𝐾𝑝𝑝 and 𝐾𝐾𝑖𝑖 in (1) will 
be deduced when 𝑛𝑛 = 1 in (2). We have matrices 𝑭𝑭 =

�0 1
0 −𝑎𝑎0

� and 𝑮𝑮 = � 0
−𝑏𝑏0

�  in (4) for this case. Choosing matrix 

𝑸𝑸 = �𝑞𝑞1 0
0 𝑞𝑞2

� and expressing the positive definite symmetric 

matrix  𝑷𝑷, solution of (9), as: 
 

𝑷𝑷 = �
𝑝𝑝11 𝑝𝑝12
𝑝𝑝12 𝑝𝑝22�                               (19) 

 
Allow us to write (9) as: 
 

�0 0
1 −𝑎𝑎0

� �
𝑝𝑝11 𝑝𝑝12
𝑝𝑝12 𝑝𝑝22� + �

𝑝𝑝11 𝑝𝑝12
𝑝𝑝12 𝑝𝑝22� �

0 1
1 −𝑎𝑎0

�

− 𝑟𝑟−1 �
𝑝𝑝11 𝑝𝑝12
𝑝𝑝12 𝑝𝑝22� �

0
−𝑏𝑏0

� [0 −𝑏𝑏0] �
𝑝𝑝11 𝑝𝑝12
𝑝𝑝12 𝑝𝑝22�

+ �𝑞𝑞1 0
0 𝑞𝑞2

� = �0 0
0 0� 

 
Next some algebra, is obtained the following system of 

equations: 
𝑞𝑞1 − 𝑟𝑟−1𝑏𝑏0

2𝑝𝑝122 = 0 
𝑝𝑝11 − 𝑎𝑎0𝑝𝑝12 − 𝑟𝑟−1𝑏𝑏0

2𝑝𝑝12𝑝𝑝22 = 0 
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2𝑝𝑝12 − 2𝑎𝑎0𝑝𝑝22 − 𝑟𝑟−1𝑏𝑏0

2𝑝𝑝222 + 𝑞𝑞2 = 0       (20) 
 
The vector 𝒌𝒌 in (13) has the form: 
 
𝒌𝒌 = [𝑘𝑘1 𝑘𝑘2] = �−𝑏𝑏0𝑝𝑝12

𝑟𝑟
− 𝑏𝑏0𝑝𝑝22

𝑟𝑟
�       (21) 

 
Using (12) and (13), the parameters of the PI controller are 

calculated as: 
 

𝐾𝐾𝑖𝑖 = 𝑏𝑏0𝑝𝑝12
𝑟𝑟

, 𝐾𝐾𝑝𝑝 = 𝑏𝑏0𝑝𝑝22
𝑟𝑟

       (22) 

 
As (22) depends on 𝑝𝑝12 and 𝑝𝑝22, only the first and third 

equations of (20) are necessary.  
 
 𝑞𝑞1 − 𝑟𝑟−1𝑏𝑏0

2𝑝𝑝122 = 0 
2𝑝𝑝12 − 2𝑎𝑎0𝑝𝑝22 − 𝑟𝑟−1𝑏𝑏0

2𝑝𝑝222 + 𝑞𝑞2 = 0       (23) 
 
The characteristic closed-loop polynomial is given by: 
 
𝑠𝑠2 + �𝑏𝑏0𝐾𝐾𝑝𝑝 + 𝑎𝑎0�𝑠𝑠 + 𝐾𝐾𝑖𝑖𝑏𝑏0        (24) 
  
Once the requirements (15) and (16) are converted into a 

pair of poles −𝜇𝜇1 and −𝜇𝜇2. The desired polynomial is: 
 
𝑠𝑠2 + (𝜇𝜇1 + 𝜇𝜇2)𝑠𝑠 + 𝜇𝜇1𝜇𝜇2        (25) 
 
Using (22) and equating (24) and (25) gives: 
 

     𝑝𝑝12 =
𝑟𝑟
𝑏𝑏0

2 (𝜇𝜇1𝜇𝜇2) 

𝑝𝑝22 = 𝑟𝑟
𝑏𝑏02

(𝜇𝜇1 + 𝜇𝜇2 − 𝑎𝑎0)                         (26) 

 
Replacing (26) in (23) allows to obtain matrix 𝑸𝑸 in (5) as: 
 
               𝑞𝑞1 = 𝑟𝑟

𝑏𝑏02
(𝜇𝜇12𝜇𝜇22) 

𝑞𝑞2 = 𝑟𝑟
𝑏𝑏02

(𝜇𝜇12 + 𝜇𝜇22 − 𝑎𝑎02)        (27) 

 
To verify 𝑸𝑸 ≥ 𝟎𝟎 in (27), it is necessary that 𝝁𝝁𝟏𝟏𝟐𝟐 + 𝝁𝝁𝟐𝟐𝟐𝟐 − 𝒂𝒂𝟎𝟎𝟐𝟐 >
𝟎𝟎. 

 
4. PID tuning method 

 
Equation (2) now is of order two, and (4) takes the form. 

 

𝑭𝑭 = �
0 1 0
0 0 1
0 −𝑎𝑎0 −𝑎𝑎1

� ,𝑮𝑮 = �
0
0
−𝑏𝑏0

� , 𝒛𝒛 = �
𝑒𝑒(𝑡𝑡)
𝑒̇𝑒(𝑡𝑡)
𝑒̈𝑒(𝑡𝑡)

�       (28) 

 
The matrix 𝑷𝑷 = 𝑷𝑷𝑇𝑇 > 0 solution of (9) is expressed as: 

 

𝑷𝑷 = �
𝑝𝑝11 𝑝𝑝12 𝑝𝑝13
𝑝𝑝12 𝑝𝑝22 𝑝𝑝23
𝑝𝑝13 𝑝𝑝23 𝑝𝑝33

�         (29) 

 
After using 𝑸𝑸 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑞𝑞1,𝑞𝑞2,𝑞𝑞3) in the Ricatti equation (9), 

it is obtained the system of equations: 
 
−𝑟𝑟−1𝑏𝑏0

2𝑝𝑝132 + 𝑞𝑞1 = 0  (30) 
  

𝑝𝑝11 − 𝑎𝑎0𝑝𝑝13 − 𝑟𝑟−1𝑏𝑏0
2𝑝𝑝13𝑝𝑝23 = 0  

(31) 
 

𝑝𝑝12 − 𝑎𝑎1𝑝𝑝13 − 𝑟𝑟−1𝑏𝑏0
2𝑝𝑝13𝑝𝑝33 = 0 

(32) 
 

2𝑝𝑝12 − 2𝑎𝑎0𝑝𝑝23 − 𝑟𝑟−1𝑏𝑏0
2𝑝𝑝232 + 𝑞𝑞2 = 0  

(33) 
 

𝑝𝑝13 + 𝑝𝑝22 − 𝑎𝑎1𝑝𝑝23 − 𝑎𝑎0𝑝𝑝33 −
𝑟𝑟−1𝑏𝑏0

2𝑝𝑝23𝑝𝑝33 = 0  
(34) 
 

2𝑝𝑝23 − 2𝑎𝑎1𝑝𝑝33 − 𝑟𝑟−1𝑏𝑏0
2𝑝𝑝332 + 𝑞𝑞3 = 0  (35) 

 
The control policy (11) using the solution of (9) is expressed 

as: 

𝑢𝑢(𝑡𝑡) = − �𝑏𝑏0𝑝𝑝13
𝑟𝑟

𝑏𝑏0𝑝𝑝23
𝑟𝑟

𝑏𝑏0𝑝𝑝33
𝑟𝑟
� �
∫ 𝑒𝑒(𝜏𝜏)𝑡𝑡
0 𝑑𝑑𝑑𝑑
𝑒𝑒(𝑡𝑡)
𝑒̇𝑒(𝑡𝑡)

�       (36) 

 
Hence, the PID constants are obtained through: 
 
𝐾𝐾𝑖𝑖 = 𝑏𝑏0𝑝𝑝13

𝑟𝑟
,𝐾𝐾𝑝𝑝 = 𝑏𝑏0𝑝𝑝23

𝑟𝑟
,𝐾𝐾𝑑𝑑 = 𝑏𝑏0𝑝𝑝33

𝑟𝑟
         (37) 

 
This implies that the equations (30-35) must be solved for 

𝑝𝑝13,𝑝𝑝23, and 𝑝𝑝33. This is achieved by isolating 𝑝𝑝12 in (32) and 
replacing it in (33). The resulting equations used for designing 
the PID controller are:  

 
−𝑟𝑟−1𝑏𝑏0

2𝑝𝑝132 + 𝑞𝑞1 = 0  
2𝑎𝑎1𝑝𝑝13 + 2𝑟𝑟−1𝑏𝑏0

2𝑝𝑝13𝑝𝑝33 
−2𝑎𝑎0𝑝𝑝23 − 𝑟𝑟−1𝑏𝑏0

2𝑝𝑝232 + 𝑞𝑞2 = 0 
2𝑝𝑝23 − 2𝑎𝑎1𝑝𝑝33 − 𝑟𝑟−1𝑏𝑏0

2𝑝𝑝332 + 𝑞𝑞3 = 0         (38) 
 
The closed-loop polynomial is given by: 
 
𝑠𝑠3 + (𝑏𝑏0𝐾𝐾𝑑𝑑 + 𝑎𝑎1)𝑠𝑠2 + �𝑏𝑏0𝐾𝐾𝑝𝑝 + 𝑎𝑎0�𝑠𝑠 + 𝐾𝐾𝑖𝑖𝑏𝑏0        (39) 
 
After transforming the time requirements into three poles 

{−𝜇𝜇1−,𝜇𝜇2,−𝜇𝜇3} (a fast pole has been included). The desired 
closed-loop polynomial is written as: 

 
𝑠𝑠3 + (𝜇𝜇1 + 𝜇𝜇2 + 𝜇𝜇3)𝑠𝑠2 + (𝜇𝜇1𝜇𝜇2 + 𝜇𝜇1𝜇𝜇3 + 𝜇𝜇2𝜇𝜇3)𝑠𝑠 +

𝜇𝜇1𝜇𝜇2𝜇𝜇3               (40) 
 
Using (37) and equating coefficients in (39) and (40) results in: 
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 𝑝𝑝13 = 𝑟𝑟𝜇𝜇1𝜇𝜇2𝜇𝜇3

𝑏𝑏02
  

𝑝𝑝23 = 𝑟𝑟
𝑏𝑏02

(𝜇𝜇1𝜇𝜇2 + 𝜇𝜇1𝜇𝜇3 + 𝜇𝜇2𝜇𝜇3 − 𝑎𝑎0)  

     𝑝𝑝33 = 𝑟𝑟
𝑏𝑏02

(𝜇𝜇1 + 𝜇𝜇2 + 𝜇𝜇3 − 𝑎𝑎1)           (41) 

 
Replacing (41) in (38) allows us to obtain the result: 
 

𝑞𝑞1 = 𝑟𝑟𝜇𝜇12𝜇𝜇22𝜇𝜇32

𝑏𝑏02
  

𝑞𝑞2 = 𝑟𝑟
𝑏𝑏02

(𝜇𝜇12𝜇𝜇22 + 𝜇𝜇12𝜇𝜇32 + 𝜇𝜇22𝜇𝜇32 − 𝑎𝑎02)  

𝑞𝑞3 = 𝑟𝑟
𝑏𝑏02

(𝜇𝜇12 + 𝜇𝜇22 + 𝜇𝜇32 + 2𝑎𝑎0 − 𝑎𝑎12)          (42) 

 
To verify 𝑸𝑸 ≥ 0 in (42), it is necessary that 𝜇𝜇12𝜇𝜇22 +

𝜇𝜇12𝜇𝜇32 + 𝜇𝜇22𝜇𝜇32−𝑎𝑎02 > 0  and  𝜇𝜇12 + 𝜇𝜇22 + 𝜇𝜇32 + 2𝑎𝑎0 −
𝑎𝑎12 > 0. 

 
5. High-order systems 

 
This section shows the results of extending the procedure for 
high-order systems. For example, if 𝑛𝑛 = 3 in (2), the 
𝑃𝑃𝑃𝑃𝑃𝑃2 controller (1) will have the form: 
 

𝑢𝑢(𝑡𝑡) = 𝐾𝐾𝑝𝑝𝑒𝑒(𝑡𝑡) + 𝐾𝐾𝑖𝑖 � 𝑒𝑒(𝜏𝜏)
𝑡𝑡

0
𝑑𝑑𝑑𝑑 + 𝐾𝐾𝑑𝑑1𝑒̇𝑒(𝑡𝑡) + 𝐾𝐾𝑑𝑑2𝑒̈𝑒(𝑡𝑡) 

 

In this case, there would be four parameters to adjust 
�𝐾𝐾𝑝𝑝,𝐾𝐾𝑖𝑖,𝐾𝐾𝑑𝑑1 ,𝐾𝐾𝑑𝑑2�. The four elements of matrix 𝑸𝑸 =
𝒅𝒅𝑖𝑖𝑖𝑖𝑖𝑖(𝑞𝑞1,𝑞𝑞2,𝑞𝑞3,𝑞𝑞4) in terms of the desired closed-loop poles 
can be computed as: 

 

𝑞𝑞1 = 𝑟𝑟𝜇𝜇12𝜇𝜇22𝜇𝜇32𝜇𝜇42

𝑏𝑏02
             (43) 

 
𝑞𝑞2 = 𝑟𝑟

𝑏𝑏02
(𝜇𝜇12𝜇𝜇22𝜇𝜇32 + 𝜇𝜇12𝜇𝜇22𝜇𝜇42 + 𝜇𝜇12𝜇𝜇32𝜇𝜇42 +

𝜇𝜇22𝜇𝜇32𝜇𝜇42 − 𝑎𝑎02)  
𝑞𝑞3 = 𝑟𝑟

𝑏𝑏02
(𝜇𝜇12𝜇𝜇22 + 𝜇𝜇12𝜇𝜇32 + 𝜇𝜇12𝜇𝜇42 + 𝜇𝜇22𝜇𝜇32 + 𝜇𝜇22𝜇𝜇42 +

𝜇𝜇32𝜇𝜇42 − 𝑎𝑎12 + 2𝑎𝑎0𝑎𝑎2)  

𝑞𝑞4 =
𝑟𝑟
𝑏𝑏0

2 (𝜇𝜇12 + 𝜇𝜇22 + 𝜇𝜇32 + 𝜇𝜇42 + 2𝑎𝑎1 − 𝑎𝑎22) 

 
And if 𝑛𝑛 = 4 in (2), the following values of the matrix 𝑸𝑸  

allow optimal tuning of the five parameters of the 𝑃𝑃𝑃𝑃𝑃𝑃3 
(𝐾𝐾𝑝𝑝,𝐾𝐾𝑖𝑖 ,𝐾𝐾𝑑𝑑1 ,𝐾𝐾𝑑𝑑2 ,𝐾𝐾𝑑𝑑3) controller: 

 

𝑞𝑞1 = 𝑟𝑟𝜇𝜇12𝜇𝜇22𝜇𝜇32𝜇𝜇42𝜇𝜇52

𝑏𝑏02
  

𝑞𝑞2 = 𝑟𝑟
𝑏𝑏02

(𝜇𝜇12𝜇𝜇22𝜇𝜇32𝜇𝜇42 + 𝜇𝜇12𝜇𝜇22𝜇𝜇32𝜇𝜇52 + 𝜇𝜇12𝜇𝜇22𝜇𝜇42𝜇𝜇52 +
𝜇𝜇12𝜇𝜇32𝜇𝜇42𝜇𝜇52 + 𝜇𝜇22𝜇𝜇32𝜇𝜇42𝜇𝜇52 − 𝑎𝑎02)  
𝑞𝑞3 = 𝑟𝑟

𝑏𝑏02
(𝜇𝜇12𝜇𝜇22𝜇𝜇32 + 𝜇𝜇12𝜇𝜇22𝜇𝜇42 + 𝜇𝜇12𝜇𝜇22𝜇𝜇52 +

𝜇𝜇12𝜇𝜇32𝜇𝜇42 + 𝜇𝜇12𝜇𝜇32𝜇𝜇52 + 𝜇𝜇12𝜇𝜇42𝜇𝜇52 + 𝜇𝜇22𝜇𝜇32𝜇𝜇42 +

𝜇𝜇22𝜇𝜇32𝜇𝜇52 + 𝜇𝜇22𝜇𝜇42𝜇𝜇52 + 𝜇𝜇32𝜇𝜇42𝜇𝜇52 − 𝑎𝑎12 + 2𝑎𝑎3 +
2𝑎𝑎0𝑎𝑎2)  
𝑞𝑞4 = 𝑟𝑟

𝑏𝑏02
(𝜇𝜇12𝜇𝜇22 + 𝜇𝜇12𝜇𝜇32 + 𝜇𝜇12𝜇𝜇42 + 𝜇𝜇12𝜇𝜇52 + 𝜇𝜇22𝜇𝜇32 +

𝜇𝜇22𝜇𝜇42 + 𝜇𝜇22𝜇𝜇52 + 𝜇𝜇32𝜇𝜇42 + 𝜇𝜇32𝜇𝜇52 + 𝜇𝜇42𝜇𝜇52 − 𝑎𝑎22 +
2𝑎𝑎0 + 2𝑎𝑎1𝑎𝑎3)  

𝑞𝑞5 =
𝑟𝑟
𝑏𝑏0

2 (𝜇𝜇12 + 𝜇𝜇22 + 𝜇𝜇32 + 𝜇𝜇42 + 𝜇𝜇52 + 2𝑎𝑎2 − 𝑎𝑎32) 

                                                 (44) 
 
To verify 𝑸𝑸 ≥ 0 in (43) and (44), some apparent conditions 

would have to be imposed. But in this case, a higher order 
makes it more complex to verify them by imposing a dominant 
pole guarantee criterion where there are some conjugate 
complex poles. That is why, to satisfy the conditions, 
sometimes it is recommended to use desired poles of real 
value.  

 
6. 𝑃𝑃𝑃𝑃𝑃𝑃𝑛𝑛−1 design  

 
A legitimate question is what to do with 𝑟𝑟 in (5). The LQR 
control theory establishes that this parameter regulates the 
control effort. However, in this work, it has no influence. This 
term disappears when the controller equations are formed to 
calculate the gains in (1). For example, when (26) is replaced in 
(22), the parameter 𝑟𝑟 is canceled. So, we set the value 𝑟𝑟 = 1 in 
all the calculations.  

For ease of reference, Table 1 summarizes the procedure for 
computing the gains of the PI controller. Replacing the 
equations and adjusting Table 1 to design the other PID-type 
controllers is straightforward. 

 
Table 1. The procedure for computing the PI controller gains. 

 
Input Plant model (1), and desired 𝑂𝑂𝑂𝑂 and 𝑇𝑇𝑠𝑠  
Step 1 Construct the augmented tracking system (4) to 

compute the  matrices 𝑭𝑭 and 𝑮𝑮 
Step 2 Use (15) and (16) and the dominant pole 

guarantee criterion to obtain the desired poles  
𝑃𝑃 = [−𝜇𝜇1,−𝜇𝜇2] 

Step 3 Obtain the weighting matrix 𝑸𝑸 by using (27) 
Step 4 Solve the LQR problem (5) through the Matlab 

command. 
≫ 𝐾𝐾 = 𝑙𝑙𝑙𝑙𝑙𝑙(𝐹𝐹,𝐺𝐺,𝑄𝑄, 𝑟𝑟) < 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 > 

Output Using (12), calculate the PI controller gains from 
the vector 𝐾𝐾 as [𝐾𝐾𝑖𝑖 𝐾𝐾𝑝𝑝] = [−𝐾𝐾(1),−𝐾𝐾(2)] 

 
The pure derivative terms in (1) are not implemented 

directly to avoid sudden variations in the control signal, a 
situation known as the “derivative kick,” and the undesirable 
noise amplification. It is usually cascaded by a first-order low-
pass filter (parameter 𝑁𝑁1) (Atherton & Majhi, 1999). 

 

𝐺𝐺𝑃𝑃𝑃𝑃𝑃𝑃(𝑠𝑠) = 𝐾𝐾𝑝𝑝 + 𝐾𝐾𝑖𝑖
𝑠𝑠

+
𝐾𝐾𝑑𝑑1𝑁𝑁1
1+𝑁𝑁1𝑠𝑠

        (45) 
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In this work, we adopt and extend this idea. Thus, the 
implementation of the general derivative term 𝐾𝐾𝑑𝑑𝑛𝑛−1𝑒𝑒

(𝑛𝑛−1)(𝑡𝑡) 
is shown in Fig. 2. 

 

 
 
Figure 2. Low-pass Implementation of the derivative terms in the 

𝑃𝑃𝑃𝑃𝑃𝑃𝑛𝑛−1 controller 
 

7. Numerical results 
 

𝑃𝑃𝑃𝑃, 𝑃𝑃𝑃𝑃𝑃𝑃, and 𝑃𝑃𝑃𝑃𝑃𝑃2 controllers are implemented for plants of 
order 1, 2, and 3, respectively. 

 
7.1. Heat flow experiment (n=1) 
The heat flow experiment (HFE) has been developed by 
Quanser Innovative Edutech2012) to support the study of heat 
transmission in a fiberglass duct; and the control of the 
temperature at different points where some sensors have 
been placed. It is a very convenient process for learning fluid 
dynamics and thermodynamics phenomena and validating 
temperature control strategies (Orman, 2019, 2022; Jovanović 
& Zarić, 2022). The mathematical model of the EFC is given by 
the transfer function (Al-Saggaf et al., 2016): 

 
𝑌𝑌(𝑠𝑠)
𝑈𝑈(𝑠𝑠)

= 0.148
𝑠𝑠+0.033

𝑒𝑒−0.3𝑠𝑠                (46) 

 
The controlled output 𝑦𝑦(𝑡𝑡) is the temperature measured by 

sensor 1 (closest to the heating element), and the control input 
is the heating voltage restricted to the interval [0 − 12] V. The 
simulations of the closed-loop control system are 
implemented using equation (46), but the augmented system 
(4), employed for the PI controller design, is constructed from 
the rational part of (46) and takes the form: 

 
𝑭𝑭 = �0 1

0 −0.033� ,𝑮𝑮 = � 0
−0.148� 

 
The specifications for this system are 𝑂𝑂𝑂𝑂 ≤ 10 % and 𝑇𝑇𝑠𝑠 ≤

60 s. Table 2 depicts the results obtained following the 
procedure of Table 1 for an overshoot of 1 % and settling times 
of 20, 40, and 60 s. 

 
Table 2. PI gains for 𝑂𝑂𝑂𝑂 = 1%, and 𝑇𝑇𝑠𝑠 = 20, 40, 60 s. 

 
 𝑶𝑶𝑶𝑶 = 0.01 
 𝑻𝑻𝒔𝒔 = 𝟔𝟔𝟔𝟔 𝐬𝐬 𝑻𝑻𝒔𝒔 = 𝟒𝟒𝟒𝟒 𝐬𝐬 𝑻𝑻𝒔𝒔 = 𝟐𝟐𝟐𝟐 𝐬𝐬 

𝑸𝑸 �0.002 0
0 0.167� �0.010 0

0 0.438� �0.157 0
0 1.903� 

𝐾𝐾𝑖𝑖  0.0440 0.0990 0.3960 
𝐾𝐾𝑝𝑝 0.6779 1.1284 2.4797 

Fig. 3 shows the tracking of the controlled output when a 
variable temperature profile is applied in the input reference, 
and Fig. 4 shows the corresponding heating voltage. The 
results of this test are entirely satisfactory, although it should 
be noted that as the 𝑇𝑇𝑠𝑠 condition is more demanding, the 
control signal leaves the actuator range for a short time. 

 

 
 

Figure 3. Controlled output and input reference for the HFE 
considering different values of settling time and a fixed overshoot of 1 %. 

 

 
 
Figure 4. Heating voltage input for the HFE considering different 

values of settling time and a fixed overshoot of 1 %. 
 

7.2. Coupled tank system (n=2) 
The coupled tank system consists of a single pump with two 
tanks. Each tank is equipped with a pressure sensor to 
measure the water level. The pump drives water from the 
bottom reservoir to the system’s top. The state-space 
nonlinear model of the coupled tank system is presented in 
(47) (Teppa-Garran & El Gharib, 2024). Here, the control signal 
𝑢𝑢 corresponds to the input voltage applied to the pump 
restricted to be in the interval  [0 − 22] V, 𝑥𝑥1 and 𝑥𝑥2 are tank 1 
and 2 levels varying within [0 − 30] cm. The output 𝑦𝑦 is the 
level of the second tank. 

 
𝑥̇𝑥1(𝑡𝑡) = −0.904�𝑥𝑥1(𝑡𝑡) + 0.258𝑢𝑢(𝑡𝑡) 
𝑥̇𝑥2(𝑡𝑡) = 0.904�𝑥𝑥1(𝑡𝑡) − 0.508�𝑥𝑥2(𝑡𝑡) 
𝑦𝑦(𝑡𝑡) = 𝑥𝑥2(𝑡𝑡)                (47) 
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Linearizing (47) in the operation point (15, 15) cm, gives 
the transfer function 

 
𝑌𝑌(𝑠𝑠)
𝑈𝑈(𝑠𝑠)

= 0.0302
𝑠𝑠2+0.183𝑠𝑠+0.0077

              (48) 

 
From (48) is built the augmented system (4) for PID 

controller design as: 
 

𝑭𝑭 = �
0 1 0
0 0 1
0 −0.0077 −0.183

� ,𝑮𝑮 = �
0
0

−0.0302
� 

 
The time requirements are 𝑂𝑂𝑂𝑂 ≤ 10 % and 𝑇𝑇𝑠𝑠 ≤ 90 s. It is 

selected 𝑂𝑂𝑂𝑂 = 4 % and 𝑇𝑇𝑠𝑠 = 50 s in (15) and (16) to give 
through (42):  

 

𝑸𝑸 = �
0.0274 0 0

0 0.2127 0
0 0 156.2632

� 

 
Solving the lqr problem with Matlab results in:  
 

[𝐾𝐾𝑖𝑖 𝐾𝐾𝑝𝑝 𝐾𝐾𝑑𝑑1] = [0.1655 2.2780 12.4834].  
 
The parameter 𝑁𝑁1 in (45) uses the value 𝑁𝑁1 = 10 (Xue et al., 

2002). The simulation considers the nonlinear model of the 
coupled tank system (47) and the presence of a band-limited 
white noise signal of power 5 % in the feedback loop. The 
performance of the optimal PID is compared with that of 
traditional PID tuning using the Chien-Hrones-Reswick rule. 
Figure 5 displays the tracking of the second tank level, and 
Figure 6 shows the control voltage pump.  

 

 
 

Figure 5. Second tank level and input reference for the  
coupled tank system. 

 
7.3. Radar antenna (𝑛𝑛 = 3) 
The process is modeled by two inertias linked together by a 
spring. The input is the motor voltage constraint to [−5, 5] V,  
 
 

and the output is the position. The transfer function (Hamamci 
et al., 2002) is given by: 

 
𝑌𝑌(𝑠𝑠)
𝑈𝑈(𝑠𝑠)

= 0.1
𝑠𝑠3+0.6𝑠𝑠2+0.1𝑠𝑠

              (49) 

 
The augmented system (4) is:  
 

𝑭𝑭 = �

0 1 0 0
0 0 1 0
0 0 0 1
0 0 −0.1 −0.6

� ,𝑮𝑮 = �

0
0
0

−0.1

� 

 
 

 
 

Figure 6. Pump voltage for the coupled tank system. 
 
 

𝑸𝑸 = �

0.7054 0 0 0
0 0.6129 0 0
0 0 98.1094 0
0 0 0 183.2020

� 

 
Solving the lqr problem with Matlab results in: 
 

[𝐾𝐾𝑖𝑖 𝐾𝐾𝑝𝑝 𝐾𝐾𝑑𝑑1 𝐾𝐾𝑑𝑑2] = [0.840 5.680 17.840 18]  
 
The 𝑃𝑃𝑃𝑃𝑃𝑃2 is implemented as: 
 

𝐺𝐺𝑃𝑃𝑃𝑃𝑃𝑃2(𝑠𝑠) = 𝐾𝐾𝑝𝑝 +
𝐾𝐾𝑖𝑖
𝑠𝑠

+
𝐾𝐾𝑑𝑑1𝑁𝑁1

1 + 𝑁𝑁1
𝑠𝑠

+
𝐾𝐾𝑑𝑑2𝑁𝑁2

2

�1 + 𝑁𝑁2
𝑠𝑠 �

2 

 
With 𝑁𝑁1 = 𝑁𝑁2 = 10. In Fig.7, the position output can be 

seen when a unit step reference input is applied; Fig. 8 shows 
the control signal for this case. The tracking is satisfactory, and 
the control signal is within the physical limits of the motor. 
Some problems appear when the feedback loop includes a 
noise signal of power 5 %. Figure 9 shows the control signal for 
this situation. 
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Figure 7. Position response of the radar antenna. 
 

 
 

Figure 8. The control signal of the radar antenna. 
 

 
 

Figure 9. Control signal considering a noise signal 
 in the feedback loop. 

 
 
8. Discussion and conclusions  

 
Direct design methods for optimal tuning of a PID-type 
controller have been developed using the results of LQR 
optimal control theory. The desired time requirements of the 
controlled closed-loop response in terms of overshoot, 
settling time, and zero tracking error of constant reference 
inputs are defined through the matrix 𝑸𝑸 of the quadratic 

function of the LQR problem. In this way, the feedback gain 
vector, the solution of the Riccati equation of the LQR 
problem, can be connected with the parameters of the 
controllers. Then, using the PID-type controller, the control 
system will exhibit the desired time specifications in its closed-
loop response.  
     The parameter 𝑟𝑟 in the quadratic function of the LQR 
problem has no impact on the amplitude of the control signal 
for the proposed design method. The control effort can only 
be regulated through time dynamic specifications, making 
them more or less demanding to have an indirect mechanism 
of influence on the control signal. On the other hand, pure 
derivative terms cannot be implemented directly in the 
control loop to avoid problems arising in instantaneous 
changes of the reference input, measurement noise, and 
eventual loss of stability. 
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